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Abstract

English

In my thesis observations of near-infrared rovibrationaléfnission in active
star-forming regions are presented and analysed. The mabjed of this work
concerns mainly new observations of the Orion Moleculan@l¢OMC1) and
particularly the BN-KL region. The data consist of imagegalividual H, lines
with high spatial resolution obtained both at the Canadmé&e-Hawaii Tele-
scope and the ESO Very Large Telescope (VLT). With the higliapresolution
of the VLT it is possible to analyse in detail (down to 60 AUD’13) individual
objects in the region. | have also analysedand [Fell] emission from outflows
in two dark clouds (Bok globules BHR71 and BHR137) and a hixgitation
blob in the Magellanic Clouds (N159-5). In the latter, dadasist of long-slit
spectra obtained at the ESO-VLT.

In order to facilitate this work | ran a large grid 825000 shock models,
producing almost 400 Gb of results. These models are sfdteeeart and there
is a large number of free parameters which can be adjustedarge Ipart of
my project has been to analyse the results from this grid aakknt publically
available. Furthermore, as it turned out, not all resuleseqgually reliable and
| have had to develop methods for checking the consistendiieofvealth of
results obtained. But with the model results and a sound lediye of shock
physics it is now relatively straightforward to interpraetH, and [Fell] data.

The models allow me to predict the large-scale physical itmmd in OMC1
such as density, shock velocities, magnetic field strengttes Overall the
preshock density is of the order e.0°-10" cm™ and shock velocities are in the
interval 10-40 kmst. Another very interesting result is a new method developed
for analysing bow shocks observed at high spatial resaiutior one isolated
bow shock in OMC1 | predict a shock velocity of 50 km &nd a preshock den-
sity of the order of %10° cm™3. The 3D velocity has recently been measured to
55 km st providing an independent check on our results.
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Francais

Je présente et janalyse dans ma thése des observatioré&ssion dans
I'infrarouge proche de transitions rovibrationelles de #thns des régions de
formation stellaire. Le sujet principal de ce travail comzede nouvelles obser-
vations du nuage moléculaire d’Orion (OMC1) et en parteutie la région BN-
KL. Les données sont constituées d'images des raies indilles de H obte-
nues a haute résolution spatiale avec le Telescope CamadeeFHawaii et avec
'ESO VLT. Gréace a la haute résolution spatiale du VLT il essgible d’analy-
ser en détail (jusg’a 60 UAQ’13) des objets individuels dans cette région. De
plus, j'ai analysé I'émission dejet [Fell] dans des écoulements (« outflows »)
présents dans deux nuages sombres (les globules de Bok B&tRBHR137)
ainsi que dans un « blob » & haute excitation dans le grandcerdmd/iagellan
(N159-5). Ici les données sont constituées de spectresiemlfangue obtenus a
'ESO-VLT.

Pour réaliser ce travail j'ai tout d’abord calculé une grilompléte de mo-
deles de chocs composée-d25 000 simulations (correspondant a 400 Go, en-
viron). Ces modeles qui sont les plus récents comportentramdgnombre de
parametres libres qui peuvent étre ajustés. Une grande partmon travail a été
d’analyser les résultats de cette grille avant de les metirkgne. En éet les
résultats ne sont pas tous crédibles, et il m’a donc fallu@eldpper des mé-
thodes pour les vérifier. Mais avec une bonne compréhensionatiéle et un
solide sens de la physique des chocs, il est maintenant fassiezd’interpréter
les données sur et [Fell].

Les modeles me permettent ensuite de prédire les condipibysiques a
grande échelle dans OMC1, par exemple la densité, la vitessehocs, I'in-
tensité du champ magnétique, etc. En général la densitélcauravant le choc
est~10°-10" cm2 et la vitesse de choc est dans la gamme 10-40 Kmin
autre résultat tres interessant de mon travail est le dppelment d’'une nouvelle
méthode pour analyser les chocs en arc (« bow shocks ») @ssanme haute
résolution spatiale. Pour un choc en arc isolé je prédis utesse de choc de
~50 km.s* et une densité avant le choc del®® cm3, La vitesse 3D a été mes-
surée trés récemment a 55 km.<ela donne une confirmation indépendante de
nos résultats.



Publications

Refereed publications (see also Appendix D):

vV

“Excitation conditions in the Orion Molecular Cloud obtathfrom obser-
vations of ortho- and para-lines of,iH L.E. Kristensen, T.L. Ravkilde,
D. Field, J.-L. Lemaire, G. Pineau des Foréts 208%A, 469, 561

“Observational 2D model of Hemission from bow shocks in the Orion
Molecular Cloud”,L.E. Kristensen, T.L. Ravkilde, G. Pineau des Foréts,
S. Cabrit, D. Field, J.-L. Lemaire, M. Gustafsson, subrditteAGA

“VLT /NACO near-infrared imaging and spectroscopy of N159-5 & th
LMC HII complex N159”, G. Testor, J.L. Lemairé,.E. Kristensen, D.
Field, S. Diana 2007A&A, 469, 459

“Model predictions of shock excited gas in the interstetteadium”,L.E.
Kristensen, G. Pineau des Foréts, S. Cabrit, D. Field & J.-L. Lemaire, in
final stages of preparation

"3D modeling of B emission from bowshocks in the Orion Molecular
Cloud", T.L. Ravkilde,L.E. Kristensen, S. Cabrit, G. Pineau des Foréts,
D. Field and J.-L. Lemaire, in preparation

Proceedings:

“Excitation Mechanisms in the Orion Molecular Cloud Deddideom H,

Ortho- and Para-Lines Emission at High Spatial Resoldtiah.‘La sé-

maine Francaise d’Astronomie et d’Astrophysique”, Staasly, France,
2005

“Model results for shocked gas in active star forming regiorat the
Molecules in Space and Laboratory conference, Paris, Er&07






Contents

Abstract ili
Publications Vv
Contents Vii
1 Introduction 1
1.1 StarFormation. . . . . . . . . . . . . .. 1
1.1.1 Molecularclouds . . ... ... ............. 2
1.1.2 Jetsandoutflows . ... ... ... .. ... ...... 3
1.1.3 Star formation in associations . . . ... ... .. ... 6
1.1.4 Isolated star formation . . . . ... ... ... ..... 6
1.2 H,Molecule . . . .. . ... .. ... ... 7
1.2.1 Rovibrational transitions . . . . .. ... ... ..... 7
1.2.2 ExcitedHd .. ... ... .. ... ... ... 8
1.2.3 Orthgpararatio . . . . ... ... ... .. ....... 9
1.3 Hexcitationmechanisms. . . ... ... ... ... ...... 11
1.3.1 Hformationexcitation . . . ... ... ......... 11
1.3.2 Shocks. . .. .. . . . . . . . 12
1.3.3 Photo-Dissociation Regions . . . . . ... ... .... 18
1.4 Orion . . . . . . e 20
1.4.1 Outflowsinthe BN-KLnebula . . . . ... ....... 22
142 Centralengine. . . .. ... ... ... .. ... .... 25
1.4.3 Observations of fJemissioninOMC1 . . . . . ... .. 25
1.4.4 DistancetoOrion . . . . . ... . .. ... . ... ... 28
1.45 Magneticfield. . ... .. ... ... ... ....... 29
1.5 BHR71andBHR137 . .. . ... . ... . . . ... . ..... 30
1.5.1 BHR7loutflow ... ... ... ... . ... ...... 30
1.5.2 BHR137outflow ... .. ... ... ... ....... 31

vii



viii CONTENTS
1.6 Star formation in the Large MagellanicCloud . . . . ... .. 32
1.7 Outline. . .. .. .. . . . e 34
2 Theoretical shock models 37
2.1 Modeldescription . . . . . .. .. ... .. ... 37
2.1.1 Inputparameters . .. .. ... ... ... ... 38
2.1.2 Outputparameters . . . ... ... ... . ... . ... 43
2.1.3 Shortcomingsofthemodel . . . .. ... ... ... .. 45
214 Future . . . . ... e e 46
22 Gridofmodels . .. .. ... ... .. ... .. .. .. ... 47
221 Griddescription. . .. .. ... ... . 0o 47
2.2.2 Modelpredictions . . . . ... ... ... ........ 49
2.2.3 \Verifyingmodelresults . . . . ... ... ... ..... 63
2.2.4 Strategy for reproducing observations . . . .. ... .. 68
2.3 3D model construction . . . . ... ... L. 69
2.3.1 Recipe for model construction . . . .. ... ...... 69
2.4 Concludingremarks . . . . . . .. ... o 72
3 Observations of the Orion Molecular Cloud 75
3.1 Adaptiveoptics . . . ... ... 75
3.1.1 Strehlratio . ... ... ... ... ... .. ..., 77
3.2 Observationruns . . . . .. . . ... 78
3.21 CFHT December2000 . ... .. ............ 78
3.2.2 VLT/NACO-FP December2004 . ... . ... ..... 84
3.3 Comparing emission maps ofi@rentlines . .. ... ... .. 91
3.3.1 Imageregistration. . . .. . ... ... ... .. ... . 92
3.3.2 Dftferentialreddening. . . . . . ... ... ... ... . 92
3.3.3 Atmosphericabsorption. . . . ... ... ... ... .. 94
3.3.4 Relative calibration of line emissivities . . . . . . . .. 94
3.3.5 Contamination fromotherlines. . . ... ... ... .. 95
4 CFHT observations of OMCL1: Results and discussion 97
4.1 (gp ratios and their relationship te=1-0 S(1) and S(0) . . . . . 97
4.1.1 Variations caused byftkrential extinction? . . . . . . . 101
4.2 Observational constraintsonmodels . . . . .. ... ... .. 021
4.3 PDR as a possible source of excitation . . . . .. ... .. .. 6 10
4.4 Shocks as a source of Excitation . . . . ... ... ... ... 107
44.1 C-typevs.Jtypeshocks ... ... ... ........ 107
4.4.2 Dfiferentclasesofdata . .. .. .. .. ......... 108
4.4.3 Individual objectsinregionWest . . . . ... ... ... 111
45 Concludingremarks . . . . . .. .. ... ... . .0 115



CONTENTS

5 VLT observations of OMC1: Results and discussion

5.1 Comparisonof CFHTand VLT data .. ... ... .. ...
511 RegionWest. .. .. ... ... . ... .......
5.1.2 RegionNorth . .. ... ... .. ..........
5.1.3 Excitationtemperature . . .. ... ... ... ...
514 Conclusion . .. ... .. ... ... .. ...

52 2Dbowshockmodel . .. ... ... ............
5.2.1 Results and 2D model description . . . .. .. ..
5.2.2 Shockmodel .. ... ................
5.2.3 Discussion of sourcesoferror . . . ... ... ...
5.2.4 Concludingremarks. . . . ... ... ........

5.3 Comparison with 3D bow shock model - a first iteration . . ..
531 Modelinput . . ... ... ... .. .........
5.3.2 Modelresults . . . ... .. ... .. ........
5.3.3 SourcesofError. . .. ... ... .. ........
5.3.4 Nextiteration . . ... .. ... ... ........

5.4 2D bow shock model of object1 . . . ... ... ... ...
5.4.1 Observationalresults . . . ... ... ........
5.4.2 2D modelreproduction . . . .. ... ... ... ..
543 Conclusion . ... .... ... .. ... .. ...,

5.5 Conclusionandoutlook . . . ... ... ...........

6 VLT /ISAAC observations of BHR71 and BHR137

6.1 Observations and data reduction . . . .. ... ... ...
6.2 Hlineresults . . . ... . ... ... ... . . .. ...
6.2.1 BHR71 . .. ... ... . ...
6.2.2 BHR137 .. ... ... . . . . .. ...
6.3 Interpretation and discussion . . . .. ... ... .. ...
6.3.1 BHR71 . ... ... ... .. ...
6.3.2 BHR137 .. ... ... .. . . .. ... ..
6.4 Conclusion . .. ... .. ... ...

7 Observations of N159-5, VLJNACO

7.1 Observations and data reduction . . . ... ........
7.2 Hlineresults . . . . . . . . . . ...
7.3 Excitingsource . .. .. ... ... ..
7.4 Interpretation and discussion . . . . ... ... ... ...
7.5 Morphological model and comparison with galactic otgec . .
7.6 Conclusion . . ... ...



X CONTENTS

8 Conclusions and outlook 175

8.1 Conclusions . . . . . . . ... 175

8.1.1 Shockmodels . . . .. ... . . ... ... ... 175

8.1.2 OMCL. .. .. . . . 176

8.1.3 BHR71andBHR137 . . . . .. . . . . .. ... .... 178

8.1.4 N159-5 . . . . . 178

8.2 OQutlook . . . . . . .. 179
A Legends for figures 181
B Model input and outputs 183

C Model results for classes Al, A2, B and C and objects 1, 2 and 3 203

D Publications 207
List of Figures 211
List of Tables 215

Bibliography 217



Introduction

In this introduction | will go through the basics and the bgrdund knowledge
needed to understand the work | have been doing as a part ofiesist This
includes a basic review of what is already known about stenébion (Sect.
1.1). This review is far from complete, as this is beyond tt@pe of this thesis.
| will then proceed to give a short introduction to the iMolecule. This is done
in Sect. 1.2. His basically excited in either shock waves or in photo digsgam
regions (PDRSs). It is the cooling process which is obseriedect. 1.3 1 will
give an introduction to shocks and PDRs.

| have been spending most of my time analysing and intergygghysical
conditions in the Orion Molecular Cloud (OMC1). OMC1 is theamest active
massive star forming region and is therefore consideredtbleetypical active
massive star forming region. A short review will be given lilstobject in Sect.
1.4. With more than 100 refereed papers published on thigptoated object
each year (O’Dell 2001) the review is not complete. | will lmedsing on the
aspects of OMCL1 which are relevant for our observations.

| have also been working on observations of two regions déted star for-
mation, BHR71 and BHR137, two Bok globules located in thetlseun hemi-
sphere. Both objects show signs of active isolated stardtion. None of them
have been observed nearly as extensively as OMC1, so a mogeate review
will be given in Sect. 1.5.

Furthermore | have been working on observations of a singjeab in the
Large Magellanic Cloud (LMC), N159-5, part of the greate@9Tomplex. This
complex is in turn part of the 30 Doradus star forming complexill focus on
how star formation in LMC is dferent from galactic star forming regions. This
is done in Sect. 1.6.

1.1 Star Formation

References in this Section are mostly from the proceedifigheo Protostars
and Planets V conference, held in Waikoloa, Hawaii, Octd&@5, which |

1



2 Introduction

Table 1.1: Physical properties of interstellar clouds. eSidensity, mass and
temperature are from Mac Lo& Klessen (2004). The Jeans mass is calculated
from Eqn. 1.1.1 (Evans 1999).

Giant molecular Molecular Star-forming Protostellar

cloud complex  cloud clump core
Size (pc) 10-60 2-20 0.1-20 <0.1
Density (cn®)  1-5x<10? 10°-10¢0 10°-10C° >10°
Mass Mo) 10°-1¢° 10°-10 10-1G 0.1-10
Temperature (K) 7-15 10-30 10-30 7-15
Mj (Mo) 15-100 6-300 2-90 1-3

attended. Other references are primarily review articles.

1.1.1 Molecular clouds

Stars form in Molecular Clouds (MCs). MCs span a wide rangmas$ses and
sizes from the Giant Molecular Clouds (GMCs) with masses @10 M,
and sizes of 10-60 pc to MCs with masses of-@* M, and sizes 2—-20 pc
(Mac Low & Klessen 2004). Within MCs there may be denser cosdgons
(typically 10*~1° cm3) which are called clumps or cores. Table 1.1 lists a
range of commonly accepted properties (Mac Low & Klesse200

The Jeans mass is defined as the mass where thermal is edualgi@vita-
tional energy (Jeans 1928). It may be calculated as (Eva®®)19

Mj = 18 My T n 22, (1.1.1)

whereM; is the Jeans mas$g the kinetic temperature andthe total particle
density hy ~ 2n(H,) + n(He)]. Interstellar clouds typically have masses greatly
exceeding their Jeans mass and they should all undergaagramal collapse
and form stars. This would lead to a star formation rate mughdr than the
observed (e.g. Scalo 1986).

Something must be slowing down the rate of star formatioat ik, some-
thing is preventing MCs from collapsing on a global scaldas$ been proposed
that magnetic fields may support the clouds from collapseedkas supersonic
turbulent motion. Observations of CO line profile widths wshthat turbulence
alone is sticient to support against collapse. However, the exact rioterbu-
lence and the characteristics of turbulence at the stamifay scale is not known
(Ballesteros-Paredes et al. 2007).
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Star forming objects are typically divided into four classfeom 0 to lIl.
Young stellar objects are starting their evolution as classhjects and finish
their early evolution as class Ill objects. The classes asracterized in the
following way (e.g. André et al. 2000):

Class 0: In a class 0 object the mass of the protostellar epgak greater than
the mass of the protostellar object itself. Accretion osadirectly from
the envelope onto the protostar. Class 0 objects show strasigcular
outflows.

Class I: The protostar is still accreting from the enveldmné,the mass of the en-
velope is lower than the mass of the protostar. The envelbpeginning
to form a protostellar disk. Here we also see strong moleautlows.

Class II: The remaining parts of the envelope have collapded protostellar disk.
There is still accretion onto the protostar from the acoretilisk and we
still see jets and outflows. It is in this class we find the siedeclassical
T Tauri stars (CTTSSs).

Class llI: In this class we find the naked young stars withasitsland without ac-
cretion. Jets and outflows are not observed from this claEsneBs may
have formed or be forming at this stage.

1.1.2 Jets and outflows

We will use the following definitions of jets and outflows:

e Jets are visible, they have a high collimation and they ast fBhey may
be observed in both atomic and molecular lines.

e Outflows consist of swept up ambient material behind jets.eyTare
slower and traced by molecular emission.

Launch mechanism

Star formation is always accompagnied by jets and outflowss iE an observa-
tional fact and was not predicted by any early model of stan&dion. In current
theoretical models of star formation where rotation and megig fields are in-
cluded, jets are predicted (e.g. Banerjee & Pudritz 2006& [&unch mechanism
is connected with the infall of material onto the protostameell as removal of
angular momentum by the magnetic field. As material accretese of it is
ejected centrifugally away from the protostar and then $eclby the magnetic



4 Introduction

field forming a protostellar jet (Ray et al. 2007). There areimber of theoret-
ical models describing how exactly this launch mechanismks/(Pudritz et al.
2007, and references therein), but it is not yet possiblegbnguish between
different models. To distinguishfterent models it is necessary to observe the
protostellar objects at high spatial and spectral resmutilhis is best achieved
at opticalnear infrared (NIR) wavelengths. However at these wavelenthe
central class @ object is still hidden from view.

For class Il objects and especially the classical T Taursst@TTSs), the
central object is optically visible. Therefore launch misdare usually tested
against observations of this type of protostars (Pudritzle2007). Currently
the central 100 AU are being probed, but to understand trealgetf the launch
mechanism it is necessary to probe the central few AU (e.gigados et al.
2000; Ray et al. 2007). This is currently not possible, altffowith the VLT
interferometer (VLTI) and the Large Binocular Telescopénizona it should
be possible in the very near future.

Jet and outflow properties

Jets and outflows are typically very luminous at longer wangths, i.e. in the
far-infrared and at sub-mm. This often makes them the oggist of very re-
cent star formation. In general jets and outflows from clagbkj@cts are brighter
in molecular emission than class | objects. This is probablysed by a higher
accretion rate in class 0 objects (Richer et al. 2000). Thkedfunm-wavelength
CO emission have velocities of the order of a few to ten ki lowever, NIR
lines of H, and [Fell] show velocities of several tens of km.sAt visual wave-
lengths observations of forbidden atomic and ionic linesastielocities of tens
to hundreds of km3 (Bally et al. 2007).

Typically outflows are more collimated from class 0 objedtke reason for
this is not well understood. Since class 0 objects are stdheouded in their
parental gas, it is probably only the central, high velogtyt of the jet that
escapes the cloud. As the parental cloud collapses intotagtetlar disk, it is
easier for the wide angle, low velocity component of the geescape and the
outflow appears less collimated as shown in Fig. 1.1. Fumbesg, at this late
stage the jets may be accompagnied by stellar winds. Thisdwadsio give the
result that the outflow is less collimated (Arce & Sargent@08rce et al. 2007).
It is currently debated whether the wind component is preaeall times, but
only becomes visible at later stages, or if the stellar wiaddmes active at this
late stage.

In general outflows from low-mass protostars are better tgtded than out-
flows from high-mass protostars (Arce et al. 2007). This ie ttuobservational
facts. As high-mass stars form, their evolution towardsrttaén sequence pro-
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Class 0 Class [ Class 11

—
ime
Figure 1.1: Diterences between outflows from class 0, | and Il sources. §%cla
0 sources the outflow is very collimated, whereas in claseufaes the ouflow
resembles a stellar wind. From ArédeSargent (2006).

ceeds more rapidly than for low-mass stars. Accretion aigpsswhile the star
is deeply embedded due to radiation pressure. The clogestddiactive mas-
sive star formation is located in Orion at a distance~db0 pc while several
sites of low mass star formation are found-dt50 pc. Thus it is dhicult to ob-
serve young massive protostars because their very eadyteroproceeds very
rapidly and because they are located far away.

Jets and outflows are not always ejected in a continuous mafiygically
there are several outburst events, where clumps of gasentedj In massive O-
stars the outflow sometimes appear to be explosive in natuce et al. 2007),
as for example in Orion (we return to this below, Sect. 1.4).

The jets and outflows from protostellar objects have a pradanfluence on
their surroundings. They drive shock waves into the amhmeedium, which
heat the gas. The temperature typically exceeds 1000 K. Asetfmperature
increases, neutral-neutral chemical reactions with ikedt high activation en-
ergies may occur. This leads to a molecular enrichment gbtiséshock gas. We
return to the &ects of shocks in more detail in Sect. 1.3.2. Jets and outtow's
also injecting a significant amount of turbulence into thebgnt medium, but
they are probably not the major source of turbulent motioa¢Mow & Klessen
2004; Arce et al. 2007).
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1.1.3 Star formation in associations

Massive O and B stars only form in associatibriEhis is an observational fact,
not something proposed by theory. As a MC or GMC collapsesijlitbreak
up into smaller fragments, each fragment may go on to formaa d¥lassive
stars are typically located at the centre of MCs (Evans 19€Qirently there
are two competing scenarios for the formation of massivestther they form
in the same way as low mass stars, that is by accreting medtard protostellar
envelope, or they form from several low mass stars whichesua into a single
massive star (Bally & Zinnecker 2005; Beuther et al. 2007).

Elmegreen & Lada (1977) originally proposed that the mas€)B stars
form first. Outflows and winds from these stars then impacth@ndurround-
ing material, and the shock waves compress local densitynbations in the
MC leading to a new generation of low mass stars. This is knasvtriggered
star formation. It is also expected to occur in clusters asbaiations with no
massive stars but to a lesser degree.

An important parameter in determining whether triggereat drmation is
efficient, is the shock velocity. For shock velocities grealemt~50 km s,
shock waves disperse clumps (Bricefio et al. 2007). Shoabcies below
15 km st only cause slight temporary compression of cloud coresnswder
for this mechanism to beflgcient, shocks should have a velocity in the range of
~15-50 km s (Bricefio et al. 2007). Several examples of triggered stanéo
tion have been discovered (Arce et al. 2007) including ther©O®B association
(see below, Sect. 1.4 and Vannier et al. 2001).

Besides driving strong stellar winds and outflows, massiaesswill also
ionize their surroundings. lonization fronts are also mgvshock waves into
the MC with a typical velocity of~10-15 kms! (Elitzur & de Jong 1978).
The strong far-UV radiation fields of massive O and B-stas® @lowers photo
dissociation regions (PDRs). We return to PDRs below in.Ske&t3.

The closest active massive star forming region is the Oriatelgular Cloud
(OMC1). The distance is500 pc. | will return to OMC1 in Sect. 1.4 and
Chapters 3-5.

1.1.4 Isolated star formation

Isolated star formation is much better understood tharteted star formation.
Part of this is because in clusters it can béicllt to disentangle thefkects
caused by numerous high- and low-mass protostellar obje&lso the clos-
est sites of isolated star formation are much closer to Hart0 pc; Taurus,

We here reserve the term cluster for a gravitationally bocwitbction of stars, while asso-
ciations are groups of stars, but not necessarily grawitatly bound.
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Chaemeleon and Oph), meaning that it is possible to observe physical and
chemical processes in greater detail.

In general the mass and column density of isolated coresvierlfor isolated
protostellar and prestellar objects than cluster objeetg. (Jijina et al. 1999).
This could imply that the formation mechanism isfdient for cores in isolated
and clustered regions, with the latter formed by fragmeéoadf higher-mass,
more turbulent cores (Ward-Thompson et al. 2007). Howewmerg observations
are required to quantify this.

1.2 H, Molecule

The hydrogen molecule, His the most abundant molecule in the Universe.
Since itis a homonuclear molecule it posseses no permarpaiednoment and
rovibrational transitions are forbidden electric quadilgptransitions. This im-
plies that the lifetime of Kin rovibrationally excited states is high, typically of
the order of a year (Wolniewicz et al. 1998). Even though foeteclear excited
molecules have much shorter lifetimes, they are at leastii@lers of magnitude
less abundant. Therefore lemains one of the most observed molecules.

1.2.1 Rovibrational transitions

In this thesis we are only considering rovibrational tréiosis in the electronic
ground state of b X* 2.4~ For rovibrational transitions we have the following
selection rule for the rotational quantum numbér,AJ=0,+2. There are no
selection rules for vibrational quantum numbers, v. The eoaature for the
rotational selection rules is as follows

—2 S-branch
AJ = 0 Q-branch
+2 O-branch
Rovibrational transitions are located in the near- and micared (NIR and
MIR, respectively) part of the spectrum. A transition is di&sd by first writing
the vibrational transition followed by the relevant brarmetd the lower rotational
level. Thus the transition from=4 to v=0, J=3 to J=1 is written =1-0 S(1). In
this thesis the main focus is put on the three rovibratiomaditions w1-0 S(0),
v=1-0 S(1) and ¥2-1 S(1). In Table 1.2 some properties of these transitioms a
given.
Because the molecule is light, the energy levels are widedhgad. For ex-
ample the ¥0, J=1 level has an energy of 170 K. The energffelience between
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Table 1.2: Properties of the three rovibrational transgiov=1-0 S(0), \=1-0
S(1) and «2-1 S(1). Here | list the energy of the upper leviél), the wave-
length in air and the frequency in vacuum (Blagkvan Dishoeck 1987), degen-
eracy and EinsteiA codticient (Wolniewicz et al. 1998).

v=1-0S(0) w1-0S(1) w2-1S(1)

Evks (K) 6474 6947 12551
A (um) 2.22268 2.12125 2.2471
y (cmh) 4497.84 471291  4448.96
019y 5 21 21
A(107s? 2.53 3.47 4.98

the v=0, J=2 andJ=0 levels is 510 K, which corresponds to the lowest rovibra-
tional transition, v0-0 S(0) at 2&:m. As we will see below, this implies that a
high kinetic temperature is required to collisionally exdH,.

1.2.2 Excited b

Consider a gas consisting ob kholecules. We assume that the gas is in local
thermodynamic equilibrium (LTE). This implies that the ééypopulation distri-
bution is a Boltzmann distribution and that for a given leyethe population

IS

i
o)
whereg,g; is the level degeneracy (see belo),the energy of the levekg
the Boltzmann constant aAdthe temperature. If the populations of two levels
are known from observations, it is possible to calculate mesponding tem-
perature, the excitation temperatufg,. If the H, gas is in LTE, the excitation

temperature corresponds to the kinetic temperature. Imntieestellar medium
this is typically not the case because of the low density.

If we assume that the line is optically thin for a given lhe, it is possible
to calculate the column densiti from the observed line brightnesk, The
probability for spontaneous emission is given by the Einstecoefficient. The
column density of the upper level is given by:

E
N o« g;0; exp(—— (1.2.1)

N = 47r/1|_

=R (1.2.2)
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To estimate whether the assumption that the line is opyitiaih, we may calcu-
late the optical depth;, for a transition between an upper and lower level:

Alg, ;5
= ——-=—A°N 1.2.
=g a AN, (1.2.3)
wherev is the line width andy, is the degeneracy of the upper and lower level.
For the =1-0 S(1) transition we find

N[H2 (cm?)]

T=307x10% -
v(kms™)

(1.2.4)

In OMC1 the total H column density is of the order of #cm? (e.g. Mas-
son et al. 1987; Genzel & Stutzki 1989; Rosenthal et al. 2@0@)\v=1-0 S(1)
linewidths are of the order 030 kms* (e.g. Chrysostomou et al. 1997). The
optical depth is~1073. Therefore the assumption that the line is optically thin
to H, emission is fulfilled. Typically only dust grains will prereH, emission
from escaping the gas.

To evaluate the state of the gas, it is often usefull to makel&z®ann plot
or excitation diagram. In such a diagram 1blg(), g;) is plotted versus the upper
level energy. If the gas is in LTE the points will lie on a spfai line with a
slope of-1/T according to Egn. 1.2.1. If the gas is not in LTE, the pointl wi
typically lie on a curve and display a range of excitation penatures.

1.2.3 Orthg/para ratio

H, is a diatomic, homonuclear molecule, and as such the totaauspin will
be eitherd =0 or 1 corresponding to the nuclear spins being anti-pdi@ilearal-
lel, respectively. The degeneracy caused by the nucleaisgiven byg, =21 +1
and is thus either 1 or 3. The rotational degeneragy42J+1. The total wave-
function of the molecule must be anti-symmetric which mehasif the nuclear
spins are anti-parallel the rotational quantum number rbeseven and vice
versa. These two states are known as parastd ortho-H respectively. For any
H, molecule it is only possible to change the rotational quantwmber,J, by
0 or +2, so if a B molecule is in the para-state, it will remain there, unldss i
exchanges a proton with another species (e.g. HHJ; see below). The same
is true for ortho-H.

If the gas is in local spin equilibrium (LSE) the orfipara ratio is given by

Notno _ 230dd 9193 exp(;TETJ)
Noara 2 3evend193 eXp(;?ETJ)
230dd 30 eXp(ETETJ)
23evends exp(;TETJ) '

ortho/para(LSE) =

(1.2.5)
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Figure 1.2: LSE orth{para
ratio as a function of ki-
netic temperature.  For
temperatures greater than
] ~300 K the orthgpara ra-

] tio is 3, while it is~0 for

] temperatures lower than 20
K.

ratio

Ortho / Para

0 100 200 300
Temperature / K

In the high temperature limit the LSE ortipara ratio is equal to 3. This
is illustrated in Fig. 1.2 where it may be seen that for terapees greater than
~300 K the orthgpara ratio is equal to 3. As it is possible to determine antaxci
tion temperature observationally, so it is also possibletiermine an orthipara
ratio observationally by using a Boltzmann diagram. If thithg/para ratio is
different from 3, the high temperature LSE value, ortho-poinlidbs displaced
with respect to their para-counterparts. The amplitudénefdisplacement will
give the orthgpara ratio. If the displacement is independent of the lglaeh the
measured orthipara ratio will be equal to the total orthpara ratio. In general
this is not the case in the interstellar medium.

In this case it is necessary to evaluate the ggara ratio for each level. For
a given level, (\), this is done by first calculating the excitation tempematu
from the levels (W-1) and (vJ+1). This temperature is then inserted into Eqn.
1.2.5 and the orthipara ratio is calculated (Wilgenbus et al. 2000).

It is only possible to change the ortfpara ratio through reactive collisions
involving proton exchange reactions. According to Schdfigd967) the ex-
change reaction between Hnd H shows an activation energy-83900 K and is
therefore insignificant in the cold interstellar mediumaloold dark cloud, only
slow exchange reactions with*HH3 and other protonated species will occur
(Flower et al. 2006). In a cold dark cloud with= 10 K, densityny = 10° cm3,
cosmic ray ionization ratex8l0-1" s per H atom and an initial degree of ion-
ization of ~1078 it will take more than 10years to go from an orthpara ratio
of 3 to the equilibrium value at 10 K 0f2x1072 as illustrated in Fig. 1.3. The
conversion timescale is only weakly dependent on density.

In hot gas it is possible to overcome the activation energyidraand ex-
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Figure 1.3: Orthgpara ra-
tio as a function of time
in a cold dark cloud (Kris-
tensen et al. 2007a). See
text for initial conditions.

103 104 105 1086 107
Time / yrs

change reactions with H are the mofii@ent method for interconversion. In
Sect. 2.2.2 we show that this process will becoffiient at kinetic tempera-
tures greater thar800 K.

1.3 H, excitation mechanisms

It is possible to excite Hin one of three ways (e.g. Tielens 2005; Habart et al.
2005):

1. Formation excitation, in which a;Hnolecule is formed in an excited state

2. Collisional excitation, where the gas is heated, andsioiis with other
molecules excite K

3. Radiative excitation, where the gas is subjected to agtradiation field
and H molecules are excited by absorbing this radiation

In the following | will briefly go through each of these threeeaimanisms. Of
the three mechanisms | will focus on collisional excitatian this is the main
interest of this thesis.

1.3.1 H, formation excitation

The binding energy of His ~4.5 eV or~51 000 K. This binding energy is di-
vided between the grain (internal heating), kinetic enerfjghe H, and internal
energy in H (i.e. the molecule is formed in a rovibrationally excitedts). At
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the moment several experiments are underway to determiméh@binding en-
ergy is partitioned among the constituents, and in padiculhat the internal
energy distribution is and what the orfpara ratio is.

In cold molecular clouds KHis formed on the surface of ice-covered dust
grains, the ice is primarily composed of@® and CO. Experiments have already
shown that the formation of Hmay proceed quite rapidly on ice surfaces (e.g.
Manico et al. 2001; Hornekeer et al. 2003; Perets et al. 206%aAd et al. 2007).

In hot regions, such as close to stars or in shocks, the icytlesaoover-
ing the dust grains will evaporate. Therefore it is also 8eaey to perform the
experiments on grain surfaces that simulate bare grain, &sisilicate and car-
bonaceous surfaces. This is also currently a work in pregfes. Pirronello
et al. 1997a,b; Perry & Price 2003; Hornekeer et al. 2006).

The energetics of the formation process has been measurealiffbyent
groups, both on bare grain analogues and ice-covered grailogues (e.g.
Hornekeer et al. 2003; Creighan et al. 2006; Amiaud et al. pO@&ry recently
the orthgpara ratio of newly formed khas also been measured (Amiaud et al.
2007, F. Dulieu, priv. comm.).

In principle it should be possible to observe the formatiecitation directly
in cold dark clouds. As mentioned previously, khes are optically thin under
interstellar conditions, so any,Hemission will escape the gas. Several surveys
have been performed of dark clouds, but so far without regtiiné et al. 2003,
and references therein).

1.3.2 Shocks

A shock may be defined asmrly pressure-driven disturbance which is time-
independent (in a co-moving reference frame) and which effects an irreversible
change in the state of the medium” (Draine 1980). A more popular definition
of a shock is that it is alydrodynamical surprise” (Cherndt 1987). For a few
reviews of shock physics and chemistry | refer the readergo@raine (1980);
McKee & Hollenbach (1980); Cherfto(1987); Hollenbach et al. (1989); Hol-
lenbach & McKee (1989); Draine & McKee (1993); Hartigan (2RO

Rankine-Hugoniot Equations

The Rankine-Hugoniot equations are the fundamental eapsatiescribing how
physical properties of a medium change across a shock fidm.derivation of
the equations is made by assuming the shock-front is infamteplane-parallel.
Using the conservation laws for magg,(momentum and energy flux over the
shock front it is now possible to derive the following eqoat (subscript 1 de-
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notes the pre-shock zone and 2 the post-shock zone):

P11 = pP202 (1.3.1)
plv§+ p1 = sz§+ P2 (132)

pwiUs + pro + %}Olvf pav2Us + Povs + %ﬂzvg, (1.3.3)
where p is the pressurey is the internal energy of the molecules anthe
velocity of the flow in the reference frame of the shock. Th&t faquation (1.3.1)
concerns the conservation of mass across the shock frengettond (1.3.2) the
conservation of momentum and the third (1.3.3) the conservaf energy.

The above equations are only valid in the absence of a magintl. In
the presence of a magnetic field the Rankine-Hugoniot egumtire somewhat
modified (e.g. de H®mann & Teller 1950; Draine 1980).

J-Type versus C-Type Shocks

In the absence of a transverse magnetic field neutral pest{etoms, molecules
and grains) and charged particles (ions, electrons andgrall behave in the
same way, as a single-fluid medium with the same velocity antperature. It
is impossible for the medium in the preshock zone to receif@mation about
the shock-front, as the shock-front is moving at a supecsspeed. Thus the
temperature and density changes over a distance corrasgdndhe mean free
path of the particles. This type of shock is called a jumpetghock (J-type),
as the change in temperature and density resembles a dmsaontin the post-
shock zone the medium cools under constant pressure.

Introducing a non-zero transversal magnetic field will sepathe con-
stituents into neutral, positively and negatively chargadicles and it behaves
as a multifluid medium. In a multifluid medium the charged jgéet couple
to the magnetic field and they will gyrate around the magrfetid lines. The
neutral particles are not directlyfffacted by the magnetic field, only through
collisions with charged particles. Charged dust graing algo couple to the
magnetic field.

A mechanical signal can propagate at several distinct itedsc The sound
speed,cs, the Alfvén velocity,vn and the ion magnetosonic speeg,s. The

sound speed is
G = \/7—kBT : (1.3.4)
i)

wherey is the heat capacity ratio fSfor a monatomic gas and3for a diatomic
gas),kg Boltzmann'’s constant, the temperaturey the mean molecular weight
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andmy the mass of Hcs is typically less than-1 kms? in a cold dark cloud.
The Alfvén velocity is given as (Alfven 1950)

f 2
a = i 5 (135)
4rtp

whereB is the transverse magnetic field strength arlde density. In a cold dark
cloud it is of the order of a few knT$. Similarly the ion magnetosonic speed is

given as
BZ
Vims = \{_4700- ; (1.3.6)
|

wherep; is the ion density. A typical value is1000 km st in a cold dark cloud.

For small transverse magnetic fields the shock still costaid-type shock
front, because, even though the charged particles reacetmagnetic field and
form magnetic precursors, the neutral particles will notéhime to recouple to
the ions before the arrival of the discontinuity. When theymetic field surpasses
a critical value, B the neutrals have time to recouple to the ions (Draine 1980).

When the magnetic field strength is greater tligap the precursor is long
enough that the neutrals do not undergo a discontinuity,thedhock is now
a continuous (C) type shock. This evolution is illustratedig. 1.4, where a
J-type shock progresses into a C-type shock as the magmddiafcreases. The
value of B can only be determined analytically for adiabatic shocks.

In a C-type shock the shock velocity must be greater than theéA veloc-
ity and the local sound speed. Otherwise information abloetarrival of the
shock front is directly relayed to the neutrals and the gdkamiy be pushed,
not shocked. In fact in the reference frame of a C-type shthekgas flow is
always supersonic. Information about the shock front cavelrfaster than the
shock through the charged particles if the shock speed isrltwanvi,s. The
information is then relayed to the neutral particles thiowgllisions with the
charged particles.

The magnetic field is usually assumed to be frozen into thethe charged
particles (Draine 1980). The parametrization of the prekhoansverse mag-
netic field is

Bo = b x y/ny (cm3) uGauss (1.3.7)

whereny is the number density of the ambient medium in units oftnand
b is the magnetic scaling factor. In the interstellar medium typically 0.1-3
(Draine 1980). This relation has been validated for regieitis densities higher
than~10° cm~3 both through observations (e.g. Troland et al. 1986; Ceutén
Troland 2007; Crutcher 2007) and simulations (e.g. Pado&log&llund 1999).
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Figure 1.4: Evolution from
a J-type shock to a C-type
shock by increasing the mag-
netic field. In the top panel (a)
there is no magnetic field, and
the shock is a J-type shock.
Increasing the magnetic field
causes the origin of magnetic
precursors, and when the mag-
netic field is larger than some
critical value, the shock is a
C-type shock. L is the typi-
cal length scale. Velocities are
given in the restframe of the
shock-front (Draine 1980).

The heating associated with the passing of a shock wave £@&xséation
and (possibly) dissociation ofA4The main coolant in the wake of a shock is H
If H, is dissociated, the gas temperature will increase rapidbabse the main
coolant is lost. The sound speed increases/&sso the temperature increase
leads to an increase in sound speed. However, as the soued smeeases
rapidly the gas flow will become subsonic in the referencen&raf the shock.
The point of transition between super- and subsonic gas 8d&mwawn as a sonic
point. During such a transition, the C-type shock will cpia into a J-type

shock.
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H,rot, low-J CO
H, ro-vibe, high-J CO
€O, H,0 vibe,OH
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Figure 1.5: Schematic of a bow shock.
|74 The bow shock is dissociative at the tip.
v The locations where radiative coolants
make their primary contributions are in-
dicated. From Smith et al. (2003).

Jets, outflows and bow shocks

Shock waves in the interstellar medium are observed thrthughcooling mech-
anisms. The origin of these shock waves includes numeroersqrhena such as
supernova explosions, supersonic turbulent motion (whgdin may originate
in different ways), cloud-cloud collisions, jets and outflows frpoung stellar
objects or from active galactic nuclei. In this thesis | oobnsider shock waves
originating in young stellar objects.

Shock waves may either be created by jets impinging in theemhimaterial
or by bullets which are individual clumps of gas moving atengpnic velocities.
In both cases the shock wave will take the shape of a bow akqurksnaterial
is being shocked and pushed aside.

At the head of the bow the shock speed will be at a maximum mhegiti a
maximum in temperature. Often, but not always, the shocketip of a bow
shock will be a dissociative J-type shock. The main coolargshen atomic or
ionic, as molecules have been dissociated. Further dowwithgs the shock
velocity will decrease. This leads to a decrease in temperaln this part of the
shock the molecules will not dissociate and they will be tbmohants coolants.
This is illustrated in Fig. 1.5 and has been observed in a mumbobjects, e.g.
several Herbig-Haro (HH) objects (Bally et al. 2007, anérehces therein) and
the Orion bullets (Allen & Burton 1993).

If the shock wave is generated by a jet, the structure is momaptex as il-
lustrated in Fig. 1.6. We here follow the description owdlinn Raga & Cabrit
(1993). As the jet reaches the ambient medium it is slowedndokowever
as material from the jet is continuously flowing from behir tshock sur-
face at a velocitys, this creates an internal working surface (also known as
the Mach disk) where the jet is pushing from behind and thel@amimaterial is
pushing from the front. The trapped material is ejectedwgaes and interacts
with the ambient gas. The ejected material will form a bowcshan the outside
and a jet-shock on the inside. In between the two is a mixipgrlaonsisting of
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Figure 1.6: Detailed view of
the internal shock structures
in a bow shock as seen from
the reference frame of the in-
ternal working surface (Mach
disk). The jet and ambient ma-
terial are both impinging on
the Mach disk in the reference
frame of the shock. From Hol-
lenbach (1997).

a mixture of the jet material and the ambient gas. The mixiygt expands and
fills the cavity created by the bow shock.

Shock velocity

Observationally, it is often dicult to measure the shock velocity. While it is
relatively straightforward to measure the velocity of aneah vop;, through ra-
dial velocity and proper motion studies, this is typicallyt the shock velocity,
vs. If the preshock medium is moving at a certain velocify, with respect to
the shock wave, the shock velocity is givervas vop — vpre.

This has been observed with knots of excitation in protéastgdts, where the
preshock gas has been swept up by previous shocks, and ibeirenoverrun
by new shock waves (e.g. Arce & Goodman 2002). It has also bbsarved
in large scale outflows, where an initial outflow acceleréitessurrounding gas.
Outflow events following the initial one will then encountke postshock gas of
the first shock wave, and the shock velocity is lower than theeoved velocity
of the shock wave. this has been observed in planetary retelg. NGC 7027;
Latter et al. 2000) and regions of massive star formatiog. ((OMC1; Stone
et al. 1995, and see below, Sect. 1.4).

Models

Some of the first shock models created were published in 1Bi6ghbach
& Shull 1977; Kwan 1977; London et al. 1977). These were ahpt J-type
shock models. Later Draine (1980) introduced C-type shackkprovided the
first planar C-type shock model (Draine & Roberge 1982; Dgahal. 1983).
Over the years several groups have published planar shodkls)dut a general
review is considered beyond the scope of this thesis. Theksimodel used in



18 Introduction

this work was first described in Flower et al. (1985) and mesently in Flower
et al. (2003) and Flower & Pineau des Foréts (2003).

What is common for these models is that they model a 1D planaHpl
shock front impinging on a preshock medium. In the model théDVequations
are integrated and typically the chemistry is rather ex¢ehdith at least several
tens of diferent chemical species linked by hundreds of reactionsaBsxthe
models are 1D, it possible to calculate the models selfistargly (see Chapter
2 for details).

It is also possible to put more emphasis on the 2D or 3D gegmather
than the detailed physical and chemical modelling. Usutéy chemistry is
rudimentary at best. For examples of this type of model, sge 8mith et al.
(2003); Raga et al. (2002); Smith & Brand (1990) for 3D modele.g. Raga &
Cabrit (1993); Lee et al. (2001); Ostriker et al. (2001); Letral. (2002); Fragile
et al. (2005) for 2D models. 1D models have also been comhmprbduce 2D
or 3D models. This has previously been done by e.g. Smith &@1@990);
Smith et al. (2003). Here we will also construct a 3D modeifrbD models,
this is the subject of Sect. 2.3.

1.3.3 Photo-Dissociation Regions

Another important excitation mechanism ob kh the interstellar medium is
found in photodissociation regions or photon dominatedoregy(PDRs). Here
the UV and far UV radiation fields of massive OB stars are gfrenough to
excite a substantial part the surrounding molecular gaeséCto massive stars
the gas is ionized and we find the bright HIl regions. As we maweay from
the star the radiation field weakens and at a certain pointddnmdination is
more dfective than ionization. This marks the beginning of the PDRving
further away from the star there will be a transition zone kehld reforms H.
Other species are also ionizegcombined, dissociatedeformed. The end of
the PDR is typically marked by the reformation of (Hollenbach & Tielens
1999). The structure of a PDR is shown in Fig. 1.7 where sontaefmpor-
tant ionizatiofrecombination and dissociatigaformation zones are displayed.
Kinetic temperatures in PDRs are lower than in shocks. Bllyidt is ~a few
hundred K, but it may be as high as 1000 K in very dense regions.

In a PDR H may be excited rovibrationally by first being UV-pumped to an
electronically excited state. The excited molecule wiériHluoresce back into
the ground electronic state, from which it will cascade ddwough rovibra-
tional transitions (Hollenbach & Tielens 1997). However~10-15% of the
electronic excitations the molecule will dissociate. Besmmolecules are first
electronically excited, (high v, high) lines are characteristic of PDRs. In shocks
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Figure 1.7: Schematic view of a PDR, showing th&eaient zones surrounding
an O or B star. Adapted from HollenbaéhTielens (1999).

very high temperatures are required to collisionally ex¢it to (high v, highJ)
levels. Typically H molecules are dissociated before reaching these levels.

The radiation field of the massive stars is measured eithigs ohthe ra-
diation field of the interstellar medium. values are tydicauoted in either
“Draine-units”, y (Draine 1978) or “Habing-units”, g(Habing 1968). The
Habing-unit has a value of§31.6x10° Wm—2in the range 6 e\« hv <13.6 eV
(Habing 1968) whereas the Draine-unit is a spectral digtidin between~5-
13.6 eV.

Models

Recently a meeting was held with the sole purpose of compémPDR codes.
The detailed results of the meeting are given in Rdllig et(2007). In this
work, two different models will be used to estimate the brightness obdenve
PDR zones. The first model is a steady-state, stationary Intheeso-called
“Meudon PDR code” Le Petit et al. (2006) while the other hasrbmade to
model the proplyds observed in Orion (Storzer & Hollenbagh@9).

The “Meudon PDR code” model models a semi-infinite slab ofenolar
gas illuminated from one side by an intense FUV radiatiordfieThe density
throughout the slab is considered to be constant. The mbdeldalculates the
level populations for K through the PDR, as well as including 491 chemical
reactions with 72 species. The model does not consider thimmaof the ion-
ization front into the medium or advective heating of the.g@ke latter is of
importance as shown by Lemaire et al. (1996).

Storzer & Hollenbach (1999) calculates a model where theemudér gas is
spherically shaped with varying densities throughout fhleese. The sphere is
illuminated from one side by an FUV radiation field. Advectis included in
the models as well as mass loss from the sphere due to iam#atithe radiation
field.
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1.4 Orion

The Orion Giant Molecular Cloud (OGMC) is a large complex obletular
clouds covering more than 150 degn the sky. The largest is the Orion A
Molecular Cloud, which itself is a complex of molecular atsicovering 29 deg
on the sky (Maddalena et al. 1986). An image of OGMC recorded® emis-
sion is shown in Fig. 1.8. For a full description of the enwinoent see e.g.
Genzel & Stutzki (1989).

One of the components of the Orion A cloud is the visible ON@ibula (ON;
also known as M4243 and NGC1976). ON is described in a recent review by
O’Dell (2001). The ON is an HIl region generated by the Trapeecluster, a
group of five O and B-stars, and the Orion Nebula Cluster (QN@Ggse stars
(primarily the Trapezium stars) are forming a blister ofimed hydrogen from
OMC1 and that the Trapezium is slowly ionizing more and moegamal from
OMC1, eating into the molecular cloud (Wen & O’Dell 1995). eltocation of
the ionization front with respect to the Trapezium stardlissirated in Fig. 1.9.

The brightest member of the Trapezium clusthQri C, is an O6 star.
61Ori C is located 0.25 pc from the main ionization front (O’D2001). O'Dell
et al. (1993) have published images obtained from the HuBpbre Telescope
(HST) revealing protoplanetary disks (proplyds) surrangdiow mass stars.
These proplyds appear as dark silhouettes against thet lnégkground of the
HIl region. It is believed that the part of the proplyds fagthe Trapezium stars
are being eaten away by the strong stellar winds and radifigtds emitted by
these stars.

ONC is a cluster with~3500 stars all located within 2.5 pe187) of the
centre (Hillenbrand 1997). Using Hertzsprung-Russel mdias it is possible to
infer that the age of the clusteris1(® yrs (Hillenbrand 1997). ONC is located
on top of the greater Orion Molecular Cloud 1 (OMC1), whichaipart of the
Orion A complex.

Approximately 70 (~0.16 pc) north of the Trapezium stars is the Becklin-
Neugebauer object (BN). It is a B3-star deeply embeddedeimtblecular cloud
(Av = 17 mag; Gezari et al. 1998), and was first observed in the Kkign
Becklin & Neugebauer (1967). Since then it has been obseavedimost ev-
ery wavelength from X-ray to radio (e.g. Garmire et al. 200@urchwell et al.
1987). The BN object is located at the heart of the BN-KL napulhich is lo-
cated on the surface of OMC1. Below we describe the BN-KL fseilougreater
detail.

61 Ori C is responsible for forming a PDR in the Orion Nebula. Thdiation
field of #'Ori C near the BN-KL nebula is estimated to be 248° times the
Habing field including attenuation by dust (Stérzer & Holbeish 1999). How-
ever, the magnitude of the radiation field may be underestichly an order of
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Figure 1.9: Three-dimensional image showing the surfaseriteged by the main
ionization front on OMC16*Ori C is located 0.25 pc above the ionization front
(O’Dell 2001).

magnitude (Ferland 2001).

1.4.1 Outflows in the BN-KL nebula

The BN object is located at the heart of the infrared KL nelfiflieinmann &
Low 1967). This nebula consists of two butterfly shaped withgd has later
been resolved into numerous smaller objects (e.g. Stoloay. 4998, and see
below). The outflow is shown in Fig. 1.10. Thredfdrent types of outflow has
so far been connected with the BN-KL nebula. The outflows ehematically
shown in Fig. 1.11 and briefly described below.

1. Afast outflow where bullets are moving radially outwardsfi the centre
of the nebula at velocities of several hundred kin(g.g. Axon & Taylor
1984; Allen & Burton 1993; Burton 1997; Lee & Burton 2000; iaét al.
2000; Doi et al. 2002). These bullets are primarily locatadtdé the NW
of BN-KL, although a few are found SE (Kaifu et al. 2000). Aethead
of each bullet is a bright cap of [Fell] emission with Emission trailing
behind (Allen & Burton 1993). Based on proper motions, thaaiyical
age has been determined+@000 years (Lee & Burton 2000; Doi et al.
2002).

2. A bipolar molecular outflow oriented NW-SE. This outflowsvérst de-
tected in CO (Kwan & Scoville 1976; Zuckerman et al. 1976) #mel
outflow speeds are of the order of 30—100 krh Fhis is the outflow giv-
ing rise to the butterfly shape of the KL-nebula. The outflowns of the
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Figure 1.10: Structure of continuum-subtractedZl2um emission in OMC1.
The positions of BN, radio source | and radio source n are atar he image
was obtained with the Subaru Telescope.

most luminous H emitting objects in the sky. Recent measurements of
the 3D velocity of H clumps show that their velocities are similar to the
velocities of the CO outflow. We name the northern wing gfdthission
Peak 1 and the southern Peak 2 following (Beckwith et al. 197T®e
origin of this outflow is possibly similar to the one descudtabove.

3. A slower outflow perpendicular to the previous outflow,tfadescribed by
Genzel et al. (1981). This outflow is primarily observed inseraemis-
sion from HO, OH, SiO and methanol masers (e.g. Genzel et al. 1981;
Menten & Reid 1995; Greenhill et al. 2004a). The 3D velositémasers
have been measured to b&8 kms? (Genzel et al. 1981; Hirota et al.
2007). This outflow has a NIR counterpart as decribed in Gistgsnou
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Figure 1.11: Schematic
showing the distinct out-
flows in the OMC1, BN-KL
region. The bullets, the bipo-
lar outflow and the slower
outflow are illustrated (see
text for descriptions). The
background image shows
continuum-subtracted =4-0
S(1) emission; from the
Subaru Telescope.

et al. (1997); Nissen et al. (2007); Lemaire et al. (2007)e BNV part is
blue-shifted and only this part of the outflow has been detert the NIR.
The NE part is probably deeply buried in the molecular clotitlis out-
flow is older than the other outflow with a dynamical age-8D00 years.
Furthermore this outflow is centered on radio sources | arfigamgel et al.
1981; Johnston et al. 1989; Menten & Reid 1995).

The origin of the outflows is not yet clear. This outflow is wmgand no
other sites of active massive star formation has shown amaittivity, where
more than 50 jets or “fingers” have been launched (Schultz. €i989). Fur-
thermore the nature of the outflow itself is not clear. Tworsac®s have been
proposed: In the first the outflow is caused by an explosivatevewhich all
bullets and clumps have been ejected from a central soucti isrthese objects
we are now observing (e.g. Allen & Burton 1993; Doi et al. 2p0& the second
scenario the bullets and clumps are caused by shock ingthih a swept-up
shell driven by a large scale stellar wind from a central seye.g. Stone et al.
1995; McCaughrean & Mac Low 1997). Nissen et al. (2007) psepihat at
least some of the objects are caused by small protostelthows in the region
and Gustafsson et al. (2006a) show that some of the emisstaused by a tur-
bulent cascade. According to the authors both of theseibatitbtns are small
compared to the energetics of the overall outflow.
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1.4.2 Central engine

There are several massive stars near the centre of the ositffovst of all there
are radio sources | and n. Radio source | is a deeply embeddssiva star, so
far only observed in radio (Menten & Reid 1995; GreenhillleR@04b; Beuther
et al. 2005). Radio source n is another massive star, hoves®massive and
less buried in the molecular cloud than source | (Greentdl.€2004a,b; Beuther
et al. 2004) and observed in the NIR (e.g. Lemaire et al. 20B6th of these
sources show evidence of protostellar disks (Greenhill.2@4a,b; Shuping
et al. 2004). The disks have position angles-@B5 (Greenhill et al. 2004b;
Reid et al. 2007). Both sources are surrounded by a ring oEmamission
from H,O, OH and methanol masers (Genzel et al. 1981; Johnston E3&9);
Menten & Reid 1995; Greenhill et al. 2004b) and source | is algrounded by
SiO masers (Menten & Reid 1995). The luminosity of sourced1ig* L, while
itis ~2000L,, for source n (Dougados et al. 1993; Shuping et al. 2004; Giten
et al. 2004b).

BN is the brightest object at NIR wavelengths, however ittabates little
to the overall luminosity. The total luminosity from BN 2500L,, (Gezari
et al. 1998). It is not as embedded as radio sources | and nhangssno disk-
structure. Measurements of the proper motion of BN show ithiat possibly
an ejected member of the Trapezium cluster (Tan 2004; Roezigt al. 2005;
Gomez et al. 2005).

The IRc2 complex consists of five bright condensations witbtal lumi-
nosity of ~1000:500 L, (Dougados et al. 1993; Shuping et al. 2004). It is not
clear whether all condensations are indeed protostars they are externally
illuminated by for example source |. Recent observatioms\stnat the latter is
probably the case for at least some of the condensationgi{®hat al. 2004).

Some 500 years ago three of the massive stars, BN, radioesband radio
source n, were located within2” (~900 AU) of each other (Tan 2004; Ro-
driguez et al. 2005; Gomez et al. 2005). If one or more of thesiwa stars
were still accreting mass, then the proximity of other massitars could dis-
rupt the process and launch an explosive event such as teeveddast bipolar
outflow (Bally et al. 2005). This does not explain the slowetflow connected
with maser emission. Nissen et al. (2007) argue that theeslowtflow could be
caused by either source | or n, but that the most likely caatdits source | due
to its higher luminosity.

1.4.3 Observations of H emission in OMC1

As mentioned above, OMCL1 is one of the best studied regiornkeosky and
there are more thar100 refereed papers published each year on this object
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(~4500 papers between 1977 and now). To give a complete redieM&1 is
beyond the scope of this thesis. Instead | will focus on olzeEms and analysis
of the hert of OMC1 based on NIR observations, primarily ieakkband. That
is, | ignore the emission created by the famouyshidllets north of BN. | will
begin by giving a very brief historical introduction befgoeesenting the status
today.

Historical introduction

OMC1 has been observed in the NIR ever since the first disgmferovibra-
tionally excited H here (Gautier et al. 1976). At first it was proposed that H
was radiatively excited (i.e. in a PDR Black & Dalgarno 1976)1977 several
models of shocked gas were published (Hollenbach & Shulv 18wan 1977;
London et al. 1977). At this point only J-type shocks weresidared. The
following year, Beckwith et al. (1978) measured the exmtatemperature in
OMC1 to be~2000 K and soon after thex1-0 S(1) line width was observed
to be greater than 100 km's(Nadeau & Geballe 1979; Nadeau et al. 1982;
Brand et al. 1989a). This linewidth was interpreted as aagng from bulk mo-
tion rather than turbulent motion (e.g. Nadeau & Geballe9)9thus providing
evidence that the Hemission was generated by shocks rather than in a PDR.
However, a major problem with this interpretation was, tHais dissociated at
velocities greater than 24 km's(Kwan 1977).

In a very important paper (Draine 1980) proposes that thenetag field
could help in softening the shock, and he thereby introduCdagipe shock
waves. This was later expanded in Draine et al. (1983). Atithe the mod-
els provided reasonable fits to the observedehhission (Cherni et al. 1982;
Draine & Roberge 1982).

However, observations made by Brand and his group of Peaktth abBN
seemed to rule out planar C-type shocks. These observatiohgle spectra
showing rovibrational H transitions in thek-band (Brand et al. 1988), emis-
sion from the 0-0 S(13) and=1-0 O(7) lines (Brand et al. 1989b), emission
from the w3 and 4 lines (Moorhouse et al. 1990) and emission from the
v=0-0 S(1) line (Burton 1997). More interestingly, the obsg¢ions reported in
Brand et al. (1989b); Burton (1997) also seem to rule outgaidrtype shocks.
They conclude that C-type bow shocks are responsible foerthigsion (Smith
et al. 1991a,b). C-type bow shocks would also be able to exfiie observed
linewidth of the +=1-0 S(1) line. But even with a C-type bow shock, it would
require an unusually high transverse magnetic field strengthe order of 10
mGauss (Smith et al. 1991a,b).

More recently Rosenthal et al. (2000) observed OMC1 with®@@ satellite.
They observed 56 pure rotational and rovibrationallides. Le Bourlot et al.
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(2002) found that it was possible to reproduce the obsematwith a two-
component planar C-type shock model.

The common trait for most of the above results (except Brdral. 6989b)
is that they seek to reproduce most of the emission in Peakdldiygle shock
model. There is n@ priori reason why this should be so. Indeed high spatial
resolution observations clearly indicate that the medisraumpy and show a
large range of both radial velocities and proper motionst tBa observations
reported in Brand et al. (1989b) show that at least th8-0 S(13) and ¥1-0
O(7) line ratio is constant over most of the BN-KL nebula apat&l resolution
of 5”. Later observations reported in Smith et al. (1997) confitmas line ratios
are almost constant over the entire region of OMC1, evenigion is not. They
discuss observations o&1-0 S(0), S(1) and S(2) emission. This is in contrast
to reports made by e.g. Schild et al. (1997) where the line aftseveral H
transitions in thek-band is shown. These ratios vary over OMC1. The spectral
resolution is comparable in both case$ahd 0’8 respectively.

Present status

The highest spatial resolution images now have resolutains0’06—Q20.
These have been obtained with the HST (Stolovy et al. 1998n@h al. 1998;
Schultz et al. 1999; Doi et al. 2002), the Canada-Francediavelescope
(Gustafsson et al. 2003; Nissen et al. 2007), the ESO 3.6 esdape (Van-
nier et al. 2001; Kristensen et al. 2003), the ESO VLT (Lacerabal. 2004;
Gustafsson 2006; Lemaire et al. 2007) and other telescepgsMicCaughrean
& Mac Low 1997; Schild et al. 1997; Kaifu et al. 2000; Cunniagih2006). In
Fig. 1.10 we show the structure of the Emission from OMCL1 along with the
positions of radio sources | and n and BN, as discussed abObservations
show that

e H, emission is obscured by dust over the entire region. An afigried
number for the extinction is 1mag at 2.1 (e.g. Brand et al. 1988;
Rosenthal et al. 2000), but this may vary locally. It is veoggible that we
are only observing KHemitting clumps moving out of the molecular cloud
or very close to the edge, and that weak features are brighatimcured
(e.g. Brand et al. 1988; Rosenthal et al. 2000; Vannier &Qfl1).

e The structure of Hemission in OMC1 is not fractal, but instead shows a
preferred scale 0£1000 AU (~2”; Vannier et al. 2001; Gustafsson et al.
2006b; Gustafsson 2006). This is consistent with a prolastgopulation
(Nissen et al. 2007).
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e The primary excitation mechanism for,Hs shocks (e.g. Kwan 1977,
Smith & Brand 1990; Rosenthal et al. 2000; Vannier et al. 2001s-
tensen et al. 2003; Lacombe et al. 2004; Nissen et al. 200W@rrthan the
PDR generated bg'Ori C (e.g. Sternberg & Dalgarno 1989). Kristensen
et al. (2003) showed that the contribution from the PDR ishefdrder of
~10% in bright clumps located in a small region in Peak 2 (sse Rfance
& McCandliss 2005).

e There is not a lot of [Fell] emission at the heart of OMC1 (Sthaet al.
1999; Takami et al. 2002). The [Fell] emission that is detéds located
at the tip of well-known HH-objects similar to the bulletsrtioof BN.
This indicates that the bulk of emission from shockegdi$icaused by
non-dissociative shocks (see Sect. 2.2.2).

e The proper motions of the objects in the inner region of OM@% he-
cently been measured (Cunningham 2006). These data comigrdyt
namical age of the outflow to be less thah000 years.

Even though it is clear that the bulk of emission is generateshocks, the
exact mechanism and, in particular, shock type is still aterysAs noted in the
historical introduction, Smith et al. (1991a,b) argue @dlpe bow shocks with
high magnetic field strengths are the solution. Kristensexh. €2003) note that
for a limited region in Peak 2 it is possible that Emission is generated by a
combination of C- and J-type shocks. Lacombe et al. (20®Hlve individual
shock widths of shocks located between Peaks 1 and 2. Thisdpsoa very
strong argument that shocks in this part of OMC1 are venjyiketype shocks.

A detailed analysis of a significant portion of individualioips at the heart
of OMCL1 has not been done so far. Radial velocities and proymions have
now been reported for individual objects where they arelvesb(Cunningham
2006; Nissen et al. 2007), but more work is clearly required.

1.4.4 Distance to Orion

The distance to Orion and in particular OMCL1 is a source of mdebate. In
Chapter 5 we wish to use the size of individual objects as atcaint on theo-
retical shock models, and therefore it is important thatdistance to OMCL1 is
known.

The distance to Orion is generally determined from

e Constructing Hertzsprung-Russel diagrams and fitting retemal
isochrones to the observed distribution. This method isligignodel
dependent and there are large uncertainties involved it rhethod.
Results are between 3635 pc (Penston 1973) and 525 pc (Strand 1958).
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e Observations of proper motion and radial velocities gDHnasers near
source |. Genzel et al. (1981) assumed a spherical, unijoexpanding
shell of masers and found a distance of 480 pc. However the geometry
is more complex (e.g. Greenhill et al. 2004a).

e Measured parallaxes of stars or masers in the ONC. This leasdune by
the Hipparcos once for a single star and the result was:3fic (Bertout
et al. 1999). Recently the parallax of a radio-flaring staswaeasured
using the Very Long Baseline Array. This gave a distance &f38pc
(Sandstrom et al. 2007). It isfeicult to use the method of parallax for
stars, since the underlying molecular cloud prevents oasien of back-
ground stars. For the stars at the edge of the cloud, it isssacgto verify
that they are cluster members. Recently the parallax of @nsot near
source | was measured by Hirota et al. (2007). They find a nistaf
445+42 pc.

Results from stellar observations tend to be lower than malsgervations.
This could indicate that the distance between ONC and OM@igathe line of
sight is larger than previously assumed. Here we are irtest@n the distance
to OMC1 and we adopt a distance of 460 pc throughout, botloviatlg the
example of Bally et al. (2000) but also since this is the ayexistance measured
from the above observations of masers.

1.4.5 Magnetic field

Two direct measurements of the magnetic field strength in Qlst. Through
observations of OH-masers near IRc2, Norris (1984) was tabiefer that the
masers are subject to a magnetic field with a strength3ofinGauss. Using the
Zeemann splitting of CN, Crutcher et al. (1999) argue thatrtiagnetic field
strength along the line of sight s0.36 + 0.08 mGauss at a position 24orth
of IRc2. Both of these measurements are very localized, tasajuite possible
they do not apply to all of OMC1.

Chrysostomou et al. (1994) estimate the magnetic field gtheby es-
timating the Alfvén velocity,va from the dispersion of the position angle
of the polarization vectors. The Alfvén velocity is appnmtely equal to
bx1.5 kms?!. They estimate that~10 which at a density of £ocm2 corre-
sponds to 10 mGauss. Their lower limitlis3. The same method was used
by Gonatas et al. (1990) but observations were made at a evaytél of 100
um. They estimaté to be~4. Following the discussion in Crutcher (2007) this
method for estimating the magnetic field may be in error byctoia~2.

From polarization measurements in the near-infrared téoggh et al. 1986;
Chrysostomou et al. 1994; Simpson et al. 2006; Tamura et08@6)and far-
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infrared (Schleuning 1998) it is possible to derive the posiangle of the field
in the plane of the sky. This has been done on a large scaleinéiordual
clumps and objects the magnetic field orientation may ferdint as the medium
is very clumpy.

1.5 BHR71 and BHR137

The two Bok globules (Bok & Reilly 1947) BHR71 and BHR137 (Bloeiet al.
1995a) are examples of isolated star formation. They arbk loatated on the
southern hemisphere and both show signs of active star fmmaoth objects
have associated outflows, but whereas the BHR71 outflow hesdyl been de-
scribed in detail in the litterature, very little is knownthie BHR137 outflow. In
fact we are the first to report of observations in the Ndfband of this outflow
(Chapter 6). The two objects are located at a distancel@b pc and~700 pc,
respectively (Bourke et al. 1995b). Below | will describenore detail what is
already known about these two objects, with emphasis orgptieg relevant for
this work.

1.5.1 BHR71 outflow

The BHR71 outflow consists of twoftkierent outflows (Bourke 2001; Parise et al.
2006) centered on two filerent protostellar sources, IRS1 and IRS2 (Bourke
et al. 1997) separated by8400 AU. IRS1 is coincident with IRAS 11590-6452
(Bourke et al. 1995a). IRS1 is a Class 0 source (Bourke eBal7jland IRS2 is
more evolved, probably a Class | object (Bourke 2001).

Bright HH objects are associated with the blue-shifted $otfeeach outflow
(Corporon & Reipurth 1997), HH320 and HH321. They have beeaged in
the [SII] transition at 6711 A, indicating that at least paftthe outflows are
dissociative. The dynamical age of the HH321 outflow is estéd to be~400
years (Corporon & Reipurth 1997). It has not been possibléetermine the
dynamical age of the HH320 outflow yet. In Fig. 1.12 we show difig chart
of the BHR71 outflow, with the positions of IRS1 and 2 markedvadl as the
HH objects.

H, was first detected by observations of thelv0 S(1) line at 2.12um
(Bourke 2001). Recently NIRIHK-band spectra were obtained by Giannini
et al. (2004). Here the spectra cover both HH320 and 321. ubiraletailed
shock modelling they report of a preshock density of HH320A@ cm and
shock velocity of 41 km3. This is found by fitting a non-steady-state shock
model with the observed Horightness. The age of the non-steady-state shock
is 475 years, which is in agreement with dynamical age of tA@21 flow. The
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Figure 1.12: Finding chart for the BHR71 region. (a) Imageveh K’-band
emission with ISO LWZ2 contours (5.0-8.8n) showing the locations of IRS1
and 2. (b) H v=1-0 S(1) emissior continuum. The locations of HH32(0B
and HH321AB are marked with plus signs.

preshock density is lower than what is predicted on basis@faBservations,
10° cm~3 (Parise et al. 2006). However, the latter is the density eftiolecular
outflow which is compressed compared to the ambient prestiockl.

1.5.2 BHR137 outflow

The BHR137 region is home to one IRAS source (IRAS17181-1406 at
least three YSOs and a mm source. The IRAS source is clasagiedClass
0 source (Yun et al. 1999) while the YSOs are more evolvedhainty Class
Il sources (Santos et al. 1998). The mm source appears to lmdegutar core
(Reipurth et al. 1996). For the outflow associated with BHRd8ly the blue
wing has been detected through CO observations (Henningusathardt 1998),
implying that the red wing could be emerging from the coreerehare currently
no published maps of the CO outflow. Santos et al. (1998) padd NIRIJHK-
band photometry of the region detecting the three YSOs.oAg they imaged
the region, they did not detect the BHR137 outflow ix Hh Fig. 1.13 we show
a finding chart of the BHR137 region based on our data (seet€h@)p
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Figure 1.13: H v=1-0 S(1)+ continuum finding chart for the BHR137 region.
The red box marks the location of the IRAS source with its aeisged error
ellipse, the three black boxes show the YSOs (Santos et 98) hd the white
box shows the location of the mm source (Reipurth et al. 1996)

1.6 Star formation in the Large Magellanic Cloud

The Magellanic Clouds are the nearest moderate-size gal&xihe Milky Way
at a distance o£50 kpc (Storm et al. 2004). They are out of the plane of the
Galaxy and are relatively free of foreground extinction.rtharmore the Mag-
ellanic Clouds are relatively low metallicity compared e tGalaxy (0.33 times
the Solar metallicity Fukui 2007). This makes them an ideatlied for under-
standing star formation in external galaxies.

A patrticular type of compact HIl region has been discoverethe Magel-
lanic Clouds, the so-called high excitation blobs (HEBsydt&ei-Malayeri et al.
1982). They are characterized by a small size, high dersdi, extinction and
high excitation. Typically they are excited by more than oeetral source. They
are thought to represent the early stages of massive staafmm (Hoare et al.
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Figure 1.14: (Left) K4 emission (Meynadier et al. 2004) aKd emission (Testor

et al. 2007) of the N159-5 region. The colour scale has beegarhso as to em-
phasise both faint and bright structures. (Right) Spitzeac® Telescope image
of the entire N159 complex (Jones et al. 2005). From Lemaiat. ¢2007).

2007, and references therein).

30 Doradus is a giant star forming complex located in the &édviagellanic
Cloud (LMC). The actual size of the 30 Dor complex is unknolaut,it probably
stretches over more than 1000 pc (Blitz et al. 2007). Se®@0 pc south of
the centre of 30 Dor a chain of HIl regions are located (Heri266). It is
believed that the star formation process started at thee@it30 Dor and is
now continuing towards the south (Israel et al. 1996). NE3&é southernmost
HII region in this association, containing the first extriagéic YSO detected
(Gatley et al. 1981).

N159 is further divided into three giant molecular cloud459E, W and S.
Of the three, N159E has the highest dust mass (Rantakyro26@8). The HEB
N159-5 is located in N159E (Heydari-Malayeri et al. 1983)isla HIl region
with a size of~6” (~1.5 pc). Itis associated with the IRAS source 05405-6946.
Spitzer observations show that it is one of the brightest bessiof N159 (Jones
et al. 2005). H emission has previously been detected in the region (I€ael
Koorneef 1991; Krabbe et al. 1991; Nakajima et al. 2005). téiRa give a clear
indication that star formation is continuing in this objelet fig. 1.14 we show a
finding chart of the entire N159 region.

N159-5 is also known as the Papillon Nebula (Heydari-Maliegteal. 1999)
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because Hubble Space Telescope imagesiofddolved N159-5 into two lobes
of emission shaped like a butterfly (see Fig. 1.14). The tvbesoare located
in the western and eastern part of N159-5 respectively. ©fttfo lobes, the
western shows continuum emission at 3 and 6 cm (Indebetowal. €004).
The central exciting source could be an O4 star (Martin-Aedez et al. 2005)
or a 50M,, star (Meynadier et al. 2004). It is located at the centre efk
“butterfly”.

1.7 Outline

guestions to be answered: - shock type in omc1l - possibledsingle shock
model for peakl - more conclusions on interaction

This thesis is roughly divided into two parts, models andeobations. In
Chapter 2 | will describe the 1D shock model which | have used, | will give
some of the results of a large grid of models | ran. | will alsscdss methods for
verifying model results. Tis Chapter may be considered al*tohapter, where
| decribe the tools (i.e. shock models and model resultg)iibbe used in the
analysis of observations.

We have observed OMCL1 in,Hovibrational emission lines at high spatial
resolution using both the Canada-France-Hawaii Teles@@pEIT) and the ESO
Very Large Telescope (VLT). The observations and data recluare described
in Chapter 3. Here | also provide details of data reductiat #re specific for
comparing images.

In Chapters 4 and 5 | analyse and interpret the observatio@$4C1. This
analysis is ordered chronologically, that is, when | sthrtey thesis work | be-
gan by analysing the data from the CFHT and large-scaletatesin OMC1
(Chapter 4). Later | went on to work on the data from the VLT athare at a
higher spatial resolution and sensitivity. Here | have gsed individual objects
in terms of a 2D shock model | have developped using resuits the above
mentionned grid of shock models. The most recent resuleistimparison of a
single object with a newly developped 3D shock model (Chdpten these two
Chapters | will provide a contribution to the ongoing dissios of the source of
H, emission, in particular whether emission arises in C- gmpetshocks. | will
also reflect on the impact of the massive stars in the regigh@nsurroundings,
where | focus on whether the outflow is triggering a new wavstaf formation.

In Chapter 6 | analyse Hemission from the outflows originating in BHR71
and BHR137 observed using the VLT. Here, data consist of&ihgpectra, thus
increasing the number of observed lkhes. Again the analysis has been made
using the results from the grid of models, which was not aasgitt-forward as
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for OMC1. Both this and the following Chapter have only beeniaor part of
my thesis work, and so the Chapters are relatively short.
In Chapter 7 | analyse long-slit spectra of the extra-gatad¢tl region N159-
5 obtained at the VLT. | discuss the origin of rovibrationalémission and also
the morphology of the region. In particular | compare the phaiogy to OMC1.
Finally 1 will give concluding remarks in Chapter 8 where salprovide an
outlook for the continuation of this work.






Theoretical shock models

My thesis work is centered on the use of a detailed and sogpdiistl shock
model,MHD_VODE. The first paper describing this model was published in 1985
(Flower et al. 1985). The last two papers describing the mexstnt develop-
ments in the shock model were published in 2003 in Flower .e28l03) and
Flower & Pineau des Foréts (2003) respectively. Since alelbpments in the
model happened before starting my thesis work | have not be@ived in the
development itself.

However, | have been a frequent user of the model. | have lea¢xlia large
grid of shock models which | have analysed. This analysikides exctraction
of a large number of model parameters and a verification o¥étdity of each
model. This is the basis of Publication Ill which is a puredtetical work.
| have used this grid of models to analyse and interpret eamsaising from
shocks observed in the interstellar medium.

In this chapter | will first give a rather detailed descriptiaf the shock model
itself particularly the input and output parameters. | &lBo review some of the
shortcomings of the model and its future evolution. Then Il describe the
grid of shock models and the results predictions. Finallyll eeescribe how to
construct a 3D bow shock model based on the 1D model. This Insotde basis
of Publication IV and forms the basis of the Master Thesis bgras Ravkilde
(September 2007, University of Aarhus, Denmark).

2.1 Model description

The shock model is integrating the magnetohydrodynamiaggus (see Sect.
1.3.2) in parallel with the Kllevel population rates. Abundances of 136 species
linked by 1040 chemical reactions are determined in pdralith the above.
This is done in a self-consistent manner using DNGDE integrator routine
(Brown et al. 1989,

1Available onhttp://www.netlib.org/ode/vode. f
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The model is modular thus making it easy to change a numbearahpeters
directly in the input files of the model. Here we will go thrduthese parameters.
Then we will give an overview of the large number of output reksd

2.1.1 Input parameters

As specified above, the model is modular. This allows the taseasily change a
large number of parameters for each model, both to test paearspace but also
to allow for easy changes when new calculations or expeltiahezsults become
available. In the following we will go through a number of tlee

Chemistry

The chemistry consists of two parts: species abundanceshemaical reactions.
Here we will briefly discuss both.

Abundances The 136 species are composed of 9 elements (H, He, C, O, N,
S, Si, Mg and Fe) but it is easy to include other elements sadb,and it is
also easy to include a deuterated chemistry (Flower et &I6R0We use the
initial chemical abundances of Flower & Pineau des Foré@932, see Table
2.1. The abundances are either solar abundances (Anderegesae 1989)
or from absorption-line abundances obtained with the H@pace Telescope
(Savage & Sembach 1996). For the abundances in grain marttegores,
we have used the results from Gibb et al. (2000) and Sofia & ME@O1).
A representative PAH is included in the modelgyiyg with an abundance of
10°°. This abundance is high, as we are trying primarily to modelcks in
OMCL1. Here PAH-features are observed to be very strong ey Dishoeck
et al. 1998; Rosenthal et al. 2000) and it is expected thaPAtie abundance is
high. All elemental abundances may be modified accordingetepence.

Initial species abundances of the 136 species are detainbefre any
shock model calculation, see Table B.1 in the Appendix fasteof species and
an example of initial species abundances. This is done iemidal steady-state
model where we do not include adsorption on grains to avoidpiete freeze-
out onto grains. The output abundances of the chemicalstgate model are
then used as input abundances in the shock models.

Chemical reactions The chemistry in both the shock models and the chemical
steady-state models may be modified easily in the input files.the moment
1040 chemical reactions are included. These are listed peAgix B. These
reactions include (with examples in parentheses):
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e Gas phase chemistry (CRP: cosmic ray particle; SECPHOTanskecy
photon):
— Neutral-neutral, ion-neutral, recombination reactions
— Endothermic reactions
— Collisional ionizatioridissociation

— Secondary photons from cosmic ray particles@+ SECPHOT—
OH+ H)

— Possibility to add photoreactions (if UV field included; baelf-
shielding of H and CO is not calculated)

e Grain chemistry( the species is found in the grain mantfe;the species
is found in the grain core):
— H, formation (H+ H — H))
— Sputtering of grain mantles (GH- He — CH, + He + GRAIN)
— Erosion of grain cores (Si+ O — GRAIN + Si+ O)

— cosmic ray induced desorption from grains (CHCRP— CH, +
GRAIN)

— Adsorption and saturation of species on grains-(GRAIN — CHj)

The grain charge is explicitly calculated. As mentionedweba chemistry
induced by cosmic rays is included. It is possible for the tiseset the cosmic
ray ionization rate, and here we set it te 1’ s~ per H atom.

Shock type

The user is free to choose one of the following types of model:

1. Chemical steady state model. This type of model is runreefach shock
model in order to determine the composition of the presh@sk g

2. J-type shock. The “discontinuity” found in J-type shocks$reated with
an artificial viscosity method (this is discussed in Floweale20035.

2A viscous length has to be entered into the models. This usdength is of the order
of the mean free path. It is possible to verify the viscougiterby comparing the results with
predictions of the Rankine-Hugoniot relations.
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Table 2.1: Initial species abundances as given by Fla&wélineau des Foréts
(2003). Numbers in parentheses are powers of 10. The freadtabundance of
PAH is 10°.

Element Fractional Gas phase PAH Grain Grain
abundance mantles cores

H 1.00 1.00

He 1.00(-1)  1.00(-1)

C 3.55(-4)  8.27(-5) 5.40(-5) 5.53(-5) 1.63(-4)

N 7.94(-5) 6.39(-5) 1.55(-5)

O 4.42(-4) 1.24(-4) 1.78(-4) 1.40(-4)

Mg 3.70(-5) 3.70(-5)

Si 3.37(-5) 3.37(-5)

S 1.86(-5) 1.47(-5) 3.93(-6)

Fe 3.23(-5) 1.50(-8) 3.23(-5)

3. C-type shock. For C-type shocks the gas is treated as 3 fhidsisting
of neutral species, positively and negatively chargedisgedVe assume
that the initial transverse magnetic field is frozen into¢harged fluid of
the preshock gas and that the transverse magnetic fieldj#trisrgiven by
Bo=b x y/ny(cm=3) uGauss. The user may charlgeghe magnetic scaling
factor. For J-type shocKsis not necessarily 0.

4. Non-steady state C-type shock. This shock-type is albedca truncated
shock. At a predefined timéy a “snapshot” is taken of a C-type shock.
The non-steady state C-type shock develops as a steadyshtatk up
until the timety. At this point the shock is truncated causing the gas flow
to become subsonic in the reference frame of the shock. €hadslto
a sonic point and the development of a J-type front (see Se8t2 and
Chieze et al. 1998; Lefiae et al. 2004).

The models have been designed to specifically simulate mialecutflows
and not very high speed shocks. This means that the limittgpd-shocks is
~60-70 kmss®. At higher velocities the temperature is high enough to dpub
ionize species, which is not taken into account in the modelgthermore J-
type shocks should not be simulated with densities muchenitffan 16 cm3.
The postshock densities predicted by the models becomeghbatat 3-body gas
phase reactions become feasible (includingdimation in the gas phase). This
is not included in the models.
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H>

The models treat in a very detailed manner. Collisional excitation with H, H
and He is included. Also Hformation on grains is included. It is possible to
choose the number of rovibrational levels that we take istmant and specifi-
cally set output parameters. In the following we will go thgh these points in
more detalil.

Collisional excitation Inthe models collisional excitation ofHks treated with
respect to H, Hland He. The rate céiécients for H-H, and H-He collisions
are given in Le Bourlot et al. (1999). For,HH collisional rates it is possible to
choose between a quasi-classical approach (Martin & Ma®@p)Lor the full
guantum mechanical approach (Flower 1997; Flower & Rioi@98). Unfortu-
nately in this latter case the rate ¢heents have only been calculated for the
first 49 rovibrational levels of Kl New rate cofficients for the first 108 rovi-
brational levels of H have recently been calculated (Wrathmall et al. 2007), but
these have not been included in the model yet. It is possihlse the rate coef-
ficients from Flower (1997); Flower & Rotig(1998) for the first 49 levels and
use the Martin & Mandy rate cdécients for the rest. In the models it is possible
to include up to 317 levels corresponding to the dissoaialiimit for H,. Of
course the computing time for a model is strongly dependarthe number of
H, levels taken into account.

H, formation on grains In the models it is possible to choose between 3 dif-
ferent scenarios for pHformation on grains. Hformation is important mainly

in dissociative J-type shocks where molecular reformatades place in the
postshock gas. As grains are not included in the chemicatigtstate model,
molecular formation is not an issue there. The formatiomades are:

1. Energy equipartition: One third of the formation energy4{/81 eV~
51747 K) goes into internal energy ot tdnd is Boltzmann distributed.
Another third goes into kinetic energy and the last thirdggo#o grain
heating.

2. Formation at the dissociation limit: The, kb formed with =14, J0,1
(corresponding to an energy of 4.4781 eV).

3. Hyis formed in the ¥6, J=0, 1 state (vibrationally hot, rotationally cold)

These diferent scenarios are not based directly on laboratory exeers but
they are currently works in progress (e.g. Hornekeer et &132Creighan et al.
2006; Amiaud et al. 2007).
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In the models the probability that an H atom sticks to theaxgfof a grain
(the sticking co#icient) is given as (Hollenbach & McKee 1979; Flower et al.
2003):

1

S =
1+0.04/T + Tgrain+2103T + 810672

whereT is the kinetic gas temperature affighi, is the grain temperature. We
have set the gas temperature equal to 15 K throughout. Theafan rate is
given by (Le Bourlot et al. 2002):

(2.1.1)

0.5
&(';T) (2.1.2)

n(H)n(grainyrr ;.S ( poee
wheren(grain) and 4., are the local values of the grain number density and the

root mean square grain radius.

H, output As mentioned above it is possible to manually set the numiddp o
levels included in the models, up to 317. Itis also possibleet the number of
H, transitions recorded in the output file. The time it takesalzglate a model
is strongly dependant on the number of levels.

Furthermore we can specify whether line brightness shoaldeborded as
local or integrated brightness, and we can choose whetkdete! populations
should be recorded as local or integrated (column densdpyfations. When
integrating either the Hbrightness or level population, the integration is per-
formed through the shock.

Grains

Grains are assumed to be composed of olivine, MgFgSIi@e size distribution
is assumed to beg(a)/da o« a~*° wherea s the grain radius (the o-called MRN
distribution Mathis et al. 1977). The radius is taken to be¢h@ range of 10-
300 nm. The total mass density (including mantles) of théngres taken to be
0.0119my. The grain temperature is not calculated in the models buanes
constant at a user specified value. Here we use 15 K. The refigcemts for
charge transfer with grains is also taken into account imeanodel, allowing for
the grain charge distribution to be calculated for each sefdpe model. In the
latest version of the model (Flower & Pineau des Foréts 20§¥@jn collisions
are also taken into account, which may lead to shatteringraihg and even
destruction.

It is possible to release the grain core elements (Mg, Fen&i@ into the
gas phase through sputtering. Sputtering yields are givéviay et al. (2000).
It is an important process both in J- and C-type shocks. pé-shocks the
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high kinetic temperature ensures that sputtering isfacient process, while in
C-type shocks it is due to the velocityfifirence between neutral and charged
species.

2.1.2 Output parameters
Profiles

The model runs on an adaptive grid routine. This means thanwhmodel
is started, it solves all equations and calculates spetiesdances, physical
parameters, etc. It then takes a step forward (in time ancespgae below Sect.
2.2.2). The length of this step is determined by how much drarpeters have
changed compared to previous steps. When properties argyidgarapidly,
as for example close to the maximum kinetic temperaturgsstes are small
compared to the cold postshock gas, where prperties chamgdittie from one
step to another. In the model input it is possible to set tieeipion for thevode
integrator.

One of the strengths of this model is that everything is réedras profiles.
This means that for each step of the model most of the outpanpeters are
recorded. It is possible to specify the number of steps batveach output. A
typical model contains 2500-5000 steps for a precision of.10

This makes it easy to visualize most profiles, such as terhperéof neu-
trals, ions and electrons), density, velocity (neutrahsiand electrons), Hine
brightness and level populations, species abundances, etc

H>

For H, an excitation diagram (Boltzmann plot) is calculated diggenaking it
very easy to compare with observations and visualise thgagion. Again all
H, level populations and line brightness are calculated dt stap of the model,
allowing for brightness profiles to be made.

Other lines

A number of level populations of fierent species are calculated. For some of
these levels the deexcitation is explicitly calculated atated. These include
fine-structure lines of Feand several meta-stable lines of C, N, O, etc. We
list the lines for which the brightness is explicitly calatéd in Table B.2 in
Appendix B with the species and the wavelength. Doubly iedigpecies are
not taken into account in the models. Furthermore, OH asd spectra are not
calculated even though they are expected to be observea ingar-future by
e.g. Herschel (see below, Sect. 2.1.4). Furthermore, &t step in the models
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the abundances of all 136 species (see Appendix B) are o$eaatculated and
recorded.

In particular we note the importance of [Fell] emission. gBmission is
mainly generated in dissociative J-type shocks, as will iseussed later (see
Sect. 2.2.2). Therefore [Fell] emission may be used as aichs@tor between
dissociative J-type shocks and non-dissociative C- aygd-ghocks.

[Fell] emission As shown in Table B.2 the line brightness for 21" Reansi-
tions are calculated. However the populations of 35 levedscalculated. In
Fig. 2.1 we show the position of these levels in a Grotriagdien (energy level
diagram) as well as the 21 transitions.

It is thus straightforward to calculate line brightnessday transition origi-
nating from an upper level already calculated, assumingttteaEinstein cofi-
cient is known. For a recent list of Einstein A-dbeients, see e.g. Quinet et al.
(1996), and see Bautista & Pradhan (1998) for a discussitimesk values.

In particular we note that three transitions have been oksdry the Spitzer
Space Telescope (Neufeld et al. 2007) for which the linehtngss has not been
calculated. These transitions are marked in Fig. 2.1 inkblac

Energy budget

The conservation equations are calculated at each stepsuitice terms (these
include energy, momentum, mass and number densities).allbiss for direct
visualisation of for example the mass flux through the shock.

The cooling function of a large number of species, both mdbac atomic
and ionic, is also recorded:

e Molecular: H, 13CO, CO, OH, NH and H,O
e Atomic and ionic: Si, C, O and G Sit, S, N*, Fe

It is assumed that all of the above are optically thin. In thedet it is pos-
sible to distinguish between the cooling caused by rotatide-excitation and
the cooling caused by vibrational de-excitation. This adrime done for all
molecules, but only CO andj@. This is done by using an escape probability
method as described in Kaufman & Neufeld (1996a,b). Implaing this op-
tion allows for a more accurate calculation of the coolingdiions in general,
which is especially important at lower temperatures. Ha@veilt comes at the
cost of computing time. This option has not been used here.
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Figure 2.1: Grotrian diagram showing the levels of ffer which populations
are calculated in the models. On the abscissa the electoomifiguration is
shown. We display levels according to term&{L ;) where the range af is
shown for each level. Line brightness for eight transitibetween the“® and
&D terms (blue), ten transitions between th®and 4F terms and three fine-
structure transitions (red) are calculated. Furthermlored transitions observed
by Spitzer (Neufeld et al. 2007) are shown (black).

2.1.3 Shortcomings of the model

The shock model described here is not complete and do noheanbment,
include all known physical and chemical processes whichtareght to be oc-
curing in interstellar shocks. Below | list some examples.

e Geometry: in the 1D model, when the postshock gas has beegpressed
it remains compressed at a higher pressure than the preglasckn na-
ture the postshock gas wouldfdise into the surrounding medium seek-
ing to equilibrate the pressure. This is especially impdrtia J-type
shocks where compression factors of more th&haté predicted from the
models. This could in some cases lead to number densiti@segridhan
10'° cm 3, It is unlikely that such high densities exist in the ISM, ept
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in regions close to massive stars. In C-type shocks the @molé also
important. Here the compression is not as high as in J-typeksh but
the compression remains for a much longer period of time r&fbee H
emission, for example, may be over-estimated because thbendensity
in the hot postshock gas is overestimated.

e Doubly ionized species: doubly ionized species are noudhd in the
models, and they will probably not be included in the veryrifagure. For
the work and observations presented here, this is not a biglgm. The
problem arises in J-type shocks with velocities greater #80-70 km s?,
where temperatures reach more than a few 100 000 K. Thus atdheent
the model is best adapted to reproduce molecular shocks.

e Grains: currently there is work in progress to treat the mgan a more
realistic manner in the model. This is done by determinirgg2B grain
dynamics, including fects of grain inertia and charge fluctuations. In
particular the gyration of charged grains around magnetid fiines is
calculated (V. Guillet et al. in preparation).

2.1.4 Future
HD

One of the things that should be included in the model in ttae fugure is a more
detailed treatment of HD. This should be included becausgiomal transitions

of HD has already been observed by the Spitzer Space Teleghi@pnfeld et al.

2007). We are hoping it will not prove toofticult to include as collisional rate
codficients already exist (Flower et al. 2000). In principle tipp@ach would

be to copy the treatment of Hout apply it to HD. This will eventually also
include line brightness calculations.

The Herschel telescope

For the interpretation of observations made with the nevsElegl Telescope (the
launch date is set for July, 2008) it would be necessary tadeca more detailed
treatment of OH, KO, CO, SiO, etc. into the model and calculate spectra. The
best way to do this would be to add a Large Velocity GradiewG).model and
calculate the spectra separately, i.e. calculating thekshdel and afterwards
calculate an KO spectrum. However this is not a completely self-conststen
approach. Furthermore it is not at all done at the momertipatih they are
included in the chemistry as well as their cooling rates.
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2.2 Grid of models

During the summer of 2005 | ran a large grid €25 000 shock models. This
grid is designed to reproduce observations of OMC1. Theeetioe density is
relatively high £10* cm3) and the resolution in the magnetic scaling factor is
high. A current work in progress is to expand the grid to lowensities and
include the results in the grid and analysis. This has nat lbeae at present.

In this section | will first describe the grid in terms of inguairameters and
output parameters that | have already recorded. Followirsg will give a brief
overview of what can be learned from the results. This is neamt to be a
complete analysis of the results, as this would be too ovelmwimg a task. 1 will
primarily focus on predictions of frotational and rovibrational emission. These
can be observed by the Spitzer Space Telescope and grosed-kecilities,
respectively.

Running a large grid like this has now been completely autethas well as
the extraction process and verification of output resultauslif a user wishes to
run a new grid of models arar extract other results than | provide, itis a simple
matter of modifying my programs.

2.2.1 Grid description
Input parameters

The grid of 25000 shock models was obtained by varying thelskelocity,
preshock density, magnetic scaling factor and initialdthg/para ratio. The
parameter space is as follows

e Shock velocityps: 10-50 km s (step-size: 1 kmg)
e Preshock densityy: 10%, 5x10% 1P, 5x10°, 10°, 5x10° and 13 cm3
e Magnetic scaling factob:

— J-type shocks: 0.0 and 0.1
— C-type shocks: 0.5-10.0 (step-size: 0.5)

e Initial H, orthgpara ratio: 0.01, 1.0, 2.0 and 3.0

For all models in the grid we have set the cosmic ray ioniratiate to
5x107Y" st per H atom. We have used the initial elemental abundances giv
Table 2.1 (Flower & Pineau des Foréts 2003), see also Tabldr2the models
we have included 100 Hrovibrational levels (up to an upper level energy of
~30000 K, corresponding to=6). The line emissivities of 150 rovibrational
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lines are recorded as integrated emissivities (integrdexigh the shock; units
of ergstcm?srt) and the 100 kilevel populations are recorded as local level
populations (units of cn¥). The latter is used in calculating the rthgpara
ratio.

The PAH-abundance have been set to®1@ee Table 2.1). As opposed to
cold dark clouds where it is assumed that PAHs are frozen oiat grain sur-
faces, in warmer, more turbulent media like OMC1 the PAH$ alve desorbed
and are presentin the gas phase. Thisis important for theadwelocity, i.e. the
maximum velocity for a C-type shock (Flower & Pineau des E0E903) as ef-
fective electron attachment to PAHs will increase the dgrdithe charged fluid
and thereby changing the ion magnetosonic velocity (Se8t2hand e.g. Field
et al. 1999, 2004). When the PAH abundance is increased fta 10°
the critical velocity is increased from25 kms? to ~50 kms* for preshock
densities in the range of $010° cm~3 (Flower & Pineau des Foréts 2003).

For H, reformation on grains in dissociative shocks, we have andke
equipartition scenario (scenario 1, previous section)atTis one third of the
formation energy goes to heating of the grain, one third godsnetic energy
and one third goes to internal energy.

In the grid thevode precision is set to 13 and the output has been recorded
at every 5 steps, meaning there are 500-1000 lines of outpesich parameter.
This has been done in order to save disk space. As a gzippeeoontaining
all the model outputs, the grid takes up a totak80 Gb. The option of Kauf-
man & Neufeld cooling (see above; Kaufman & Neufeld 1996hds) not been
included in the grid of models, as it substantially incresasemputing time. The
models have been running on a 2 GHz server and the averageitiomime for
a model was-8.3 min. Thus for 25 000 models this resulted in a total conmgut
time of ~4.8 months.

The grid may be used to reproduce observations. Once a speatiel has
been found to reproduce a set of observations, it is postibiefine the choice
of model by running a limited number of models close to thefiesnodel in a
miniature grid.

Output already recorded

For the large grid of models all output files have been savecddeh model.
Thus, should the need arise, it is possible to extract anlyeoirtformation men-
tioned in the previous section.

We have already selected and extracted some propertieseTingude H
data, Fé and Si data as well as a number of macroscopic parameters. These
are listed below:
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e H; line brightness for 61 lines. These lines are listed in Té&b&Rin Ap-
pendix B. These correspond to the lthes observable in the near-infrared
J, H andK-bands and the Spitzer IRS band.

e Fe' and St: All line brightness from the recorded lines (see Table B.2)
These are observable either in the NIR or by Spitzer.

e Macroscopic parameters: Maximum kinetic temperaturetghask den-
sity, size (in terms of width and age) and maximumdfthgpara ratio

Details on the extracted predictions will be discussed éftilowing section.

2.2.2 Model predictions

Here some of the model predictions will be reviewed. Thisnlyaneant as an
overview of what can be done with the models, and should natobsidered
complete. As mentioned previously we have for each modardsa almost
100 parameters. Here we do not take into account the huge erushloutput
results not yet recorded.

Profiles

One of the most important output parameters and model gredgis the tem-
perature profile of the shock. In Fig. 2.2 such a profile is ldiged for a C-type
shock with a preshock density of 4@m=3, shock velocity 20 km'3, initial
orthgpara ratio 0.01 and equal to 1.

In this figure local brightness profiles for the, #=1-0 S(0), »=1-0 S(1)
and «=2-1 S(1) lines are also shown. Naturally it is not useful tcore and
compare every profile in detail. However the width (see bglaad maximum
temperature have been recorded for each model, providimg saformation on
the temperature structure (see below). The FWHM of the leaksion profile
of the three lines shown in Fig. 2.2 and the total integrataghtness (again, see
discussion below) have been recorded also.

Kinetic temperature

The maximum kinetic temperature in J-type shocks may beutated using the
Rankine-Hugoniot equations (see Sect. 1.3.2). Assumatghie shock velocity
is much greater than the speed of sound (i.e. the Mach-nuisiset) and that
the shock is a J-type shock the postshock temperature ia bivée.g. Flower

et al. 2003) 2y — 1)
Yy — 2
= M

T2~
(y + 17 ’

(2.2.1)
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Figure 2.2: The temper-
ature profile of a C-type
shock with preshock den-
sity 16 cnt3, shock ve-
locity 20 km s, initial or-
thgpara ratio 0.01 and
equal to 1. Also shown
are local brightness pro-
files for the H v=1-0 S(0),
v=1-0 S(1) and ¥2-1 5(1)
] lines. Zero distance is set
e e 0 to be the pointat which the
0 10 é%mcj(} N 40 50 kinetic temperature starts
to rise (Kristensen et al.
2007a).
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where.# is the Mach-number,#? = (uw?)/(yks), u is the mean molecular
weight. In a monatomic gag=5/3, andy=7/5 in a diatomic gas. The main
preshock gas component is.HHowever, as discussed in Flower et al. (2063),
should be taken ag3%since the H level populations of K do not react instan-
taneously to the temperature jump. The maximum kinetic eratpre in J-type
shocks is shown in Fig. 2.3.

We observe that for high velocities there is a small departtam the max-
imum temperature predicted by Eq. 2.2.1. Because of theehitggmperature
the H, is more rapidly thermalized and the gas is closer to a diatayas. It
can easily be shown from the above equation that a diatorsitsg@5% cooler
than a monatomic gas.

For a C-type shock it is not possible to reduce the Rankingeaiot equa-
tions to a simple analytical expression as Eq. 2.2.1. Thesefre do not have
any independent means of verifying our results for the maxmkinetic tem-
perature in C-type shocks. Results for the maximum tempegatre displayed
in Fig. 2.4 as a function db and shock velocitys for four different preshock
densities.

For a given preshock density atidkhe maximum kinetic temperature in a
C-type shock will increase as a function of increasing vilyocAt a certain
point in the C-type shock the temperature will be so high Hhgits dissociated.
The increase in temperature caused by the loss of the paihogmlant and the
increase in pressure, will increase the sound speed andcathitagv (in the ref-
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Figure 2.3: The kinetic temperature in J-type shocks as atitum of shock
velocity. The gray line shows the prediction from Eq. 2.2.1.
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Figure 2.5: The K orthgpara ratio as function of the maximum kinetic temper-
ature reached in C-type shocks. Each dot corresponds toca shadel. Red is
for an initial orthgpara ratio of 3, green for 2, yellow for 1 and red for 0.01. The
orthgpara ratio only changes between 800 and 3200 K.

erence frame of the shock) becomes subsonic. Thereforentiek $ecomes a
J-type shock. Above this critical velocity, it is not possible for steady-state
C-type shocks to exist (see also Sect. 1.3.2).

Ortho/para ratio as function of temperature

The H, orthgpara ratio is not easily changed. At low temperatures andjin-e
librium most of the H is found in the ground statd=0, giving an orthgpara
ratio of ~0. An dficient conversion from para4to ortho-H is done through
reactive collisions with H:

Hgara + H = H(znrtho + H (2_2_2)

This reaction shows an activation energy~@&900 K (Schofield 1967). By plot-
ting the maximum orthfpara ratio predicted in a shock model as a function of
maximum kinetic temperature we can show over which tempeganterval ef-
fective para- to ortho-conversion takes place. This is showFig. 2.5 for all
C-type shock models calculated. We show that over our rahggat parame-
ters the para- to ortho-conversion takes place betw@&8® K and 3200 K. That
is, the conversionféectively begins at 800 K and is complete at 3200 K where
the orthgpara ratio will be 3.
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Figure 2.6: The K orthgpara ratio as function of the maximum kinetic temper-
ature reached in J-type shocks. Results are displayed éshpck densities of
10 cn2 (red) and 18 cnt? (blue) and for initial orthgpara ratios of 0.01, 1.0
and 2.0.

This prediction was initially based on C-type shock modeiky.oln J-type
shocks the maximum kinetic temperature is greater thd200 K fr velocities
greater than-10 km s1. But as we show in Fig. 2.6 para- to ortho-conversion is
not complete for temperatures less tha&8000 K, corresponding to a velocity of
~13 kms?. However, in a J-type shock the width is much smaller (seevhel
Sect. 2.2.2) and there is not enough time for the ortho- tajoanversion to be
complete. Only results for preshock densities lower thahct> are shown
in this figure as the conversion is complete for higher desit Results are
identical for models witlb=0.0 andb=0.1.

H, emission

One of the primary diagnostic tools for analysing shocksha interstellar
medium is the emission from collisionally excited speciBse primary coolant
of the hot gas (between800 and~8000 K) is H as it is the most abundant
species. However, Honly cools the hot gas whereas other species (primarily
H,O, CO and OH) cool the warm and cold gas (bele800 K).

Therefore predictions of Hemission brightness are of great importance in
analysing observations. When discussing the brightneskerfollowing we
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Figure 2.7: The Hiv=1-0 S(1) brightness in C-type shocks as a function of shock
velocity andb for four different preshock densities, “16nt3 (blue), 10 cnt3
(green), 10 cnt3 (red) and 10cnT2 (yellow).

will always be discussing the brightness integrated ovedenhgth of the shock
unless otherwise specified. This is the brightness we wolndeive if we were
observing the shock in a face-on geometry. As the modelsatis is the best
estimate of the total brightness emitted. Later, in Se@.ahother estimate of
the brightness will be discussed. In Fig. 2.7 we display tighitness of the ki
v=1-0 S(1) line as a function of shock velocity,andb for four different values
of the preshock density.

One of the methods used in analysingétnission is the so-called diagnostic
diagram. In such a diagram model input parameters are gsglas a function
of observable constraints. An example is given in Fig. 2.8feld et al. 1998)
where shock velocity and initial ortiimara ratio are displayed as a function of
the S(2)S(1) and S(3B(2) line ratios. In this case, it is assumed txat.0 and
that the preshock density is<30° cm3. By plotting the observed line ratios it
is possible to show the range of shock velocities and intitilg/para ratios that
will reproduce observations.

However, to make s similar diagram with four input parameisrnot pos-
sible. So even though diagnostic diagrams are well-suteddining insights
into physical processes at play in shocks and thi&ece on, for example, the
H, brightness, they may be more appropriately used if ther@mlyeone or two
input parameters as in the example above.
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Initial ortho /pararatio In J-type shocks the initial ortijpara ratio has a small
effect on the ¥1-0 S(1) brightness. This is shown in Fig. 2.9. The lower the
initial ortho/para ratio, the lower the brightnessis. This is a time-sef@et. For

a low initial orthgpara ratio most of the His of course in thel=0 para-state.
The dfective interconversion between para- and orthadbles not start until the
temperature reaches800 K. Therefore the ortho-Hevels cannot begin to be
populated until the temperature reaches 800 K causing §.délais delay is
responsible for the lower brightness in transitions betwegho-levels at low
initial ortho/para ratio. Vice versa, the brightness from transitionsveen para-
levels is higher for low initial orthgpara ratio. Fig. 2.9 also shows that even
though the orthgpara ratio in the shock reaches a value of 3=t3 km s the
brightness varies with orthjpara ratio up to-15 kms*.

The same fect is observed in C-type shocks (see Fig. 2.10). Hereftrete
is very clear when the temperature is bele®200 K (black part of the curves
in Fig. 2.10) even for high densities. From Fig. 2.7 and 2t also clear that
for the combination of high density, high velocity the brigéss decreases. The
reason for this is twofold: first of all the temperature iswargh and so higher
rovibrational levels are becoming populated. This de@edse number of H
molecules in the 1, J=3 state [the upper state of the1-0 S(1) transition] and
so decreases the brightness. Furthermorestbeginning to dissociate which
also decreases the-%, J=3 level population.
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Figure 2.9: The Kv=1-0 S(1) brightness in J-type shocks foftdrent preshock
densities, 1bcnt3 (red), 10 cn12 (blue), 16 cnT? (green) and 10cnT2 (yel-
low) and diferent initial orthgpara ratios. For each value of the preshock den-
sity, the lower the line the lower the value of the initialtayipara ratio.
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Figure 2.10: As in Fig. 2.9 but for C-type shocks. The blaattisg of each line
indicate where the kinetic temperature is less than 3200dtiagre is ongoing
para- to ortho-interconversiob.is equal to 1.
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Figure 2.11: Hects of H reformation in the postshock zone of dissociative J-
type shocks. The brightness of thel+0 S(1) transition (dashed line) and the
v=2-1 S(1) transition (full line) are shown. Formation sceadr is displayed

in red, scenario 2 in blue and scenario 3 in green (see tex@xplanation of
formation scenarios). Preshock densities afe 16t and 16 cnt3, where lower
preshock density results in lower brightness.

H, reformation in dissociative shocks In dissociative J-type shocks;Hvill
reform in the postshock zone. As described above in Sectl thére are three
different possibilities for reforming ¥4 (i) equipartition(ii) formation at the
dissociation limit(iii) formation in a rotationally cold, vibrationally hot state.
The results of the dierent formation scenarios are displayed in Fig. 2.11. For
the v=1-0 S(1) transition the lierences in formation scenarios are hardly visible
independent of preshock density. For higher vibratioretkestthe dterences are
more clear, as illustrated by the-2-1 S(1) transition in Fig. 2.11.

It should also be noted that the ratio in line brightness betwthe two lines
is between-2 and 5. These values of the -0 S(1) to «2-1 S(1) line ratio are
typically taken as a sign of UV-pumping, i.e. they are sugolde be observed in
PDRs. From these results it is clear, that it is not possttidtinguish between
a PDR and a shock based only on this ratio.
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Shock width and age

When discussing the width and age of a shock it is importarddbze that there
is no one definition used by the community. This implies themeo standard
definition of the shock width. The timescale in the modglss defined as the
neutral flow timescale where dz

v

We note here that the velocity decreases through the shid¢kelfollowing we
will use the terms width and age interchangeably. For theefsodonsidered
here there is a one-to-one correspondance although thisspandance is not
linear.

We will be using three dierent definitions of shock width and age foffdr-
ent purposes. These are illustrated in Fig. 2.12 and arellas/fo

t= (2.2.3)

1. Steady-state width and age: the width and age of a shockurezhbe-
tween 50 K in the preshock gas and 50 K in the postshock gas.

2. Width and age at 1000 K: His vibrationally excited at temperatures
greater than 1000 K.

3. Width and age of KHlemitting zone: this may be used for direct comparison
with observations of spatially resolved shocks.

Below we will discuss each of these definitions in the case-tfyg@ shocks.
The main reason for focusing on C-type shocks is that hesedften possible
to directly resolve the shock width in high spatial resaatiobservations. In
J-type shocks the width is typically less than 1 AU and awlaglow 10 AU.
This is at the limit of what can be observed today in nearairgfd with the large
ground-based facilities such as the ESO-VLT, assumingthigahearest objects
are located at150 pc, the distance of the closest low-mass star formagéng r
gions.

Definition 2 and 3 above relate directly to high spatial raioh observations
of shocks in the ISM. When discussing the observed width bbalsit is always
implicitly assumed that the shock is moving close to the @lahthe sky. The
use of shock width as a direct observational constraintusared has been used
for the first time in this work (Kristensen et al. 2007a,b).tNiew high spatial
resolution observations it will probably become more wiggead in the near
future.

Itis well-known that the width of a C-type shock dependsrsgig on the ion-
neutral coupling (Draine 1980) and thus the degree of idinrgsee below).
For the C-type shock models presented here the initial @egfeonization is
typically of the order of 16’-10°8,
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Figure 2.12: The three fierent definitions of shock age displayed for a C-type
shock with preshock density<a® cnt3, shock velocity 49 km'3, initial or-
thog/para ratio 3.0 and b is 6.0. The kinetic temperature ape+.-0 S(1) local
emissivity profiles are shown. The ordinate displays thadtestate timescale
(age at 50 K; 120 years) and the red vertical lines displayatfeeat 1000 K (37
years). The black vertical lines display the V+1-0 S(1) local emission FWHM
(14 years) (Kristensen et al. 2007b).

Steady-state width and age The steady-state age is also known as the dynam-
ical age. Observationally the dynamical age may be deteunas the distance
between shock launcher (i.e. protostellar object) and hioelsitself divided by
the shock velocity. It is an upper limit since the shock mayehdecelerated
passing through the ambient medium. If the dynamical agbostar than the
modelled steady-state age, the observed shock has not baghetime to reach
steady-state and the shock must be modelled as a truncatekl €hieze et al.
1998; Lesé#re et al. 2004).

In one of the first papers on C-type shocks (Draine 1980) thiedy length-
scale for the magnetic precursor is calculated as

L~ (tn + i) BS

v TP 70 (2.2.4)
T pi pn {00 Vs

wherey; , are the mean molecular weights, indices i,n referring ts i@and neu-
trals, By the initial transverse magnetic field strengty, the density andov)
the ion neutral scattering rate deient. In the model we calculate this as (Os-
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terbrock 1961; Flower et al. 1985)

(ov) = 2.41ne

1/2
M] (2.2.5)

MnMi

whereeis the electron charge amdthe polarizability of the neutral partner. The
neutral partner is primarily H or pHand we calculate as the weighted average

_ n(H)ay + n(Hz)a(Hy)
- n(H) + n(Hy)

wherea(H) = 6.671072° cm3 anda/(H,)=7.70x1072° cm3 (Osterbrock 1961).
As a numerical example we examine a shock with a shock vgloER20 km s?,
preshock density P0cm™ and b=1.0. The initial values ofs; andy; are
3.94x10°% g and 7.6%10°% g, respectively. The neutral and ionic densities
are 2.3%107%° g/cm® and 1.5%10°2° g/cm?®, respectively. The abundance of H
in the preshock gas is negligible. Thus we find1440 AU. For the particular
model, we findL(50 K)=350 AU, a factor of four lower. In order to estimate the
validity of Egn. 2.2.4 we may reduce the expression and censiow it depends
on initial conditions.

As usual we introduc®, = b x +/ny (cm3) uGauss and we find that

(un +,Ui)B(2)
T i P {OV) Us

B
Pi Pn Us

b2
Xi Ny Us
where X, is the degree of ionization. Thus we expect the shock widtheto
comparable to this result which is indeed what we find. To ldigjit nicely,
we plot L x; ny vs/b? as a function ofs, see Fig. 2.13. This should give the
proportionality constant of Eqn. 2.2.7. We do not find thasiexactly true,
but to a first approximation it looks reasonable. The reas@metis no exact
match may be that Draine is making a number of simplificatimhgreas in

these models all of the chemistry is included. This will athecertainly #&ect
the results.

(2.2.6)

L =~

oC

(2.2.7)

Width and age at 1000 K At a temperature 0£1000 K exchange reactions
between H and Hare feasible and arffective para- to ortho-state conversion be-
gins. Furthermore, His eficiently vibrationally excited above1000 K. There-
fore this is a good estimate of the Irbvibrationally emitting hot zone and may
be used to compare directly with observations of exciteddde Fig. 2.12).
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Figure 2.13: { NpreX; vs/b?) as a function obs (see Eqn. 2.2.7). Results are
displayed for four diterent preshock densities,1ént2 (red), 16 cnt3 (blue),
1 cnt3 (green) and 10cnT? (yellow) and three dferent values ob, b=1.0
(full line), b=5.0 (dotted line) anB=10.0 (dashed line).
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Figure 2.14: Width of C-type shocks at 1000 K as a functionhofck velocity.
Colours and line styles are as above in Fig. 2.13.
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Figure 2.15: Width of C-type shocks as FWHM of locglW1-0 S(1) emission
as a function of shock velocity. Colours and line styles aral@ove in Fig. 2.13.

Even though H is primarily vibrationally excited above 1000 K it is still
possible to have a high brightness from rovibrational titéarss in shocks where
the maximum kinetic temperature only reaches a few hundre@hs is typi-
cally attained in shocks with very highand low shock velocity. However these
shocks are very broad and so the temperature of a few hundiedstained
over a long period of time allowing for the integrated brigéss to build up
slowly.

As for the steady-state width this is largely dependent anghock den-
sity, b andvs. In Fig. 2.14 the width is displayed as is. The dependance on
preshock density, degree of ionizatidmand shock velocity is not as good as for
the steady-state width. The reason for this is as followsd&Hnition it is only
possible to measure the width at 1000 K if the maximum kintetieperature is
above 1000 K. Hence the temperature is another parametetannaining the
width. This is also the reason why widths are seen to decffeasiee combina-
tion of low shock velocities and preshock densities (Fig42.

Width and age of H, emitting zone If the shock is moving in the plane of the
sky, it may be more appropriate to estimate the size of thekshy measuring
the FWHM of the emitting zone. This is done by measuring the-HR\of the
local emissivity profile of any given line (see Fig. 2.12).i§has only been done
for shocks with a total Kv=1-0 S(1) brightness greater than" 3w m==2sr?
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(see below, Sect. 2.2.3 and Wilgenbus et al. 2000).

This width depends not only on density, magnetic field anctkhvelocity
but also the initial orthfpara ratio as discussed above. Adding an extra pa-
rameter of course adds to the complexity and it is no longssiide to find a
clear correspondance between the independent paramatetbewidth. For
purposes which will become clear later (see Sect. 5.2) | leatrected the K
FWHM of local emissivity profiles of the three rovibratiorlades, v=1-0 S(0),
v=1-0 S(1) and ¥2-1 S(1). In Fig. 2.15 the width is shown as is. As predicted
it is of the same order of magnitude as the width at 1000 K.

[Fell] emission

To generate [Fell] emission two processes are important:
¢ Releasing Fefrom grain cores through sputtering and erosion
¢ Allowing Fe' to contribute significantly to the cooling process

In J-type shocks it is relatively easy to releasé Feo the gas phase due to
the high gas temperature. In dissociative J-type shockdEeomes one of the
main coolants when typical molecular coolants sugh®H and HO are dis-
sociated. Hence bright [Fell] emission is primarily asated with dissociative
J-type shocks as can be seen from Fig. 2.16, where the beightf three very
luminous transitions is shown. These are the transitiéBs,a-a°Dy,, at 1.257
um, &D7/,—aFy), at 1.644um and 8F,—a*Fg, at 17.936um.

In C-type shocks the temperature is significantly lower timahtype shocks.
However because of the magnetic field there is a velocifiyeidince between
neutral and charged species. This velocityaience is high enough that sputter-
ing of grains is feasible. Of course the stronger the magriietid is, the larger
the velocity diference is and the moréheient the sputtering process becomes.
In general C-type shocks are not dissociative and the mailants are molecu-
lar in nature with H being the primary coolant. At shock velocities just below
the critical velocity a non-negligible part of the,hvill dissociate along with
other molecules. As the main coolants are reduced in abwedather species,
such as O end Fewill take over. Therefore at velocities just below the i
velocity a sudden rise in [Fell] emission is seen in C-typecgls. The emission
is stronger as the magnetic field is increased. We displayirnifrig. 2.17.

2.2.3 \Verifying model results

Sometimes a model will produce results that are not trugtwasr wrong. It is
important to weed out models that do not produce crediblelt®and to have
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Figure 2.16: [Fell] emission in J-type shocks as a functibshmck velocity.

Brightness is shown for the transitions at 1.26% (full line), 1.644um (dot-

ted line) and 17.93am (dashed line). Brightness is displayed for fouttef-

ent preshock densities: 4@n13 (red), 10 cnt (blue), 16 cnT3 (green) and
10 cnt?® (yellow).
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Figure 2.17: [Fell] emission in C-type shocks as a functibshock velocity.
Linestyles are as above, Fig. 2.16. Brightness is displéyreaipreshock density
of 1 cnt3 andb is 1.0 (red) and 3.0 (blue).
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methods to recognize whether a model result should be ceresidas faulty or
not. The sources for wrong results are summarized here aadetEbelow:

e C-to J-type shock (sonic point; only valid for C-type shocks
¢ No shock (pushed gas; only valid for C-type shocks)
e Unphysical results

e Random, but persistent errors

C- to J-type shock

As the temperature in a C-type shock increasgw/i eventually be dissociated.
When H, dissociates the main coolant of the shock is removed caasmagid
increase in temperature. A sonic point forms which ffeet turns the C-type
shock into a J-type. The velocity at which this happens itedahe critical
velocity, veit. It is not possible to treat this in the models and it is notgide
to predictuv.i; analytically. Therefore if the input velocity is greatertho
the model will collapse. In this case the model always ceipat the point
of maximum temperature. Hence all models where the lastt pointains the
maximum temperature are excluded.

No shock

If bis very high or the velocity very low, the gas will never be sked. This is
because the Alfvén velocity of the neutrals will exceed theck velocity and
the gas will only experience a gentle push from the shock ffohus we find

B
Vs
b /Nprelcm3] [uGauss]

218b [ kms? (2.2.8)
u

wherep is the density and: the mean molecular weight. Typically is of
the order of 2-2.5my and the shock speed must then be greater than (1.38-
1.54% bkmst.

In a C-type shock the compression factor is given by (e.girer& McKee
1993)

Us>UA =

Npost

= V2.4, (2.2.9)

Npre
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i Figure 2.18: The com-
i pression factor in C-type
shocks as a function of
vs/b.  Each cross corre-
1 sponds to a model result.
1 The line corresponds to
1 Egn. 2.2.10.
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where.Z, is the Alfvénic Mach number defined agv,. In the models we find
that

n —~1
post _ 0.77505 [km S ]

-05 2.2.10
~ b ( )

as shown in Fig. 2.18. For a shock to occur the compressiort beugreater
than 1 resulting in

n _1
st _ 7752 KM ST 6509
vs > 1.94bkm st (2.2.11)

This value corresponds t§2.#, for a mean molecular mass of 21%,.

Eqn. 2.2.11 poses the stronger constraint of the two. Furtbie the models
themselves predict no compressiongfb is less than-2. This is shown in Fig.
2.18 where the compression factor is displayed as a funcfiogyb. Therefore
this is the constraint we will be using throughout.

Unphysical results

A number of model predictions may be tested to see whethgrgraduce re-
sults that agree with simple physical predictions or argotsie Below | will
explain the tests used to verify model results. If the modedijgtions are not in
concordance with these simple predictions, some of themnesylt from dis-
crepancies in the model itself and others may be due to thgrgmes that extract
results.
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Maximum kinetic temperature in J-type shocks We have seen that it is pos-
sible to use the Rankine-Hugoniot equations to predict th&imum kinetic
temperature in J-type shocks (see Eqn. 2.2.1). This maybalssed to verify
the temperature predicted by the models. If the temperataies more than
20% from that calculated in Eqn. 2.2.1, the results are eezlu The value of
20% is chosen so as to allow for small numerical discrepancie

Low brightness To avoid confusion any brightness below ¥OW m=—=2srtis
set equal to zero following the example of Wilgenbus et &10(®. If the bright-
ness is so low it implies that the upper level of the transit®not significantly
populated.

Width If the width at 50 K is smaller than the width at 1000 K obvigusl
something is wrong. Models where this happened have beed bsid examined
by hand (two J-type shock models and three C-type shock mpdalall cases
the temperature profile was irregular and the models have égminated.
Furthermore, if the integrated brightness of an Hvel is less than
1002 Wm2sr? the local line profile is not used to calculate the FWHM.
In C-type shock models it is also a requirement that th2-¢ S(1) local emis-
sion FWHM is less than thead-0 S(1) and ¥1-0 S(0) local emission FWHM.

Random discrepancies in results

Even with all of the above filtering there are still resultatthre not trustworthy.
When displaying a certain prediction, such as a line brigbsras in Fig. 2.16,
these discrepancies will show up as peaks and the the giogeipy will not be
a continuous function of the input parameters.

Because the resolution in the grid in termsvadind b is relatively high, it
is possible to locate these discrepancies by looking athbeigring values. |
designed a routine that went through all input-points antgared them with
their nearest neighbours im,f)-space. If the point was more than a factor of
two off from the mean of the nearest neighbours, the point was disdaand set
equal to zero. Other results from the same model are corsldaalid, unless
they are also significantly fferent from their nearest neighbours.

| tested that the model results are reproducable by rergreniarge number
of the “faulty” models. Model results were always consistédnce the models
have been identified it is possible to overcome these diao@es by for exam-
ple choosing a velocity that is 0.1 kmishigher. This has not been done in the
present work.
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2.2.4 Strategy for reproducing observations

With the above discussed results and predictions it is ptest construct a strat-
egy for reproducing observationgfectively. Ideally the following constraints
are possible to observe directly:

¢ \elocity: Proper motion andr radial velocity

[Fell] emission

Shock width

Dynamical age

Absolute H brightness of at least one line
e Line ratios of several Klines (excitation diagram)

The input parameters that we wish to determine are: shoak ghck velocity,
preshock densityp, initial orthg/para ratio.

Velocity

One should be careful when using the observed velocity assti@nt. As dis-
cussed in the introduction (Sect. 1.3.2) the shock velouoiy be significantly
lower than the observed object velocity.

[Fell] emission

If [Fell] emission is observed, it can be used as a discritoinbetween C-
and J-type shocks. As discussed above, [Fell] emissioredigied primarily
in dissociative J-type shocks. Lack of [Fell] emission doesimply that the
shock is of C-type, however.

Shock width and dynamical age

The shock width and age depends mrmpreshock density, shock velocity and
degree of ionization as discussed above. The degree ohithonizis determined
in the models and is not a free parameter. Since the widthmispenb?, and we
consider the preshock density over four orders of magnjttigise two parame-
ters are more important than the shock velocity. If the sheickh is resolved it
implies that the shock is of C-type as discussed above.
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Absolute H, brightness and H, excitation diagram

The absolute K brightness and Hline ratios depends on all five input param-
eters (shock type, preshock density, shock velotitynitial orthg/para ratio).
Previously we have used the observational constraintstesrdene four of them,
shock type, preshock density, shock velocity &nd is now possible to deter-
mine the initial orth¢gpara ratio.

The above strategy is very idealized. In general it is nergst® have at
least five constraints to determine the five input parametus even with five
constraints it is not always possible to reproduce obsemst There may be
several reasons for this. First of all, the preshock demsily be lower than the
densities in the grid, the velocity higher, etc. Second bftaé shock may be a
non-steady state C-type shock. In this case we may obseivec that emits
[Fell] emission indicating it is a dissociative J-type skoBut at the same time
the H, emission, which is primarily generated in the magnetic prear, may
indicate that we are observing a C-type shock. Or we may vestle shock
width, which clearly indicates a C-type shock. But, as i€onfobserved, HH-
objects are capped by atomic and ionic emission (such a§ gralssion) and
in the wake H emission is observed in C-type shocks.

All'in all, a good common physical sense is heeded when irgéng obser-
vations. Even though the grid proposes one model as a bestdlel, it may
not necessarily be the best-fit model when considering alld&ta available.
Examples of this is given in Chapter 6.

2.3 3D model construction

Here | will provide a description of the method for constingt 3D models.
These models will be used in analyzing bow shocks observetienOrion
Molecular Cloud. This description will not contain all désafor that | refer the
reader to the M.Sc. thesis of T.L. Ravkifgevho has done all of the technical
work in close collaboration with Sylvie Cabrit (Observatorf Paris), Guillaume
Pineau des Foréts (IAS, Orsay) and myself. This work is citlyeén preparation
for publication.

2.3.1 Recipe for model construction

To construct a 3D bow shock model the following is done:

3The thesis is available attp: //www.phys.au.dk/~ravkilde/msc/
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e Define an algorithm which dictates how your velocity, densihd mag-
netic field strength shall change along the bow.

e Define a 2D bow shape and cut it into a number of discrete segmen

e Assign a 1D shock model with the given velocity, density aragnetic
field strength to each segment.

e Bend your model results along the predefined bow shape.

¢ If the bow model is axisymmetric, it can be rotated into 3Dd amaybe
inclined.

In the following | will discuss these points. However | witltto keep the
technical details at a minimum and instead refer the reawlérte M.Sc. thesis
by T.L. Ravkilde.

Continuity of physical properties along the bow

In the frame of the shock, the gas is streaming by the shockvalogity of vs.
However, only the component of the gas moving perpendidolére surface is
interacting with the surface. Thus the shock velocity at given pointP on
the bow surface is given as = v, = vsSing. For a definition of the dferent
angles, points, etc. see Fig. 2.18.is used as the input shock velocity for the
1D shock models. We define the apex of the shock to be at poinavked on
Fig. 2.19.

The magnetic field must be transverse to the shock propaygaiie@c-
tion to act on the ions in the shock by implication of the Ldreeiforce,

L = q(E + #x B). Hence the component of the magnetic field of interest in our
shock model is expressed By = I§” such thaBBp = B cosn.

The inclination of the bow shock to the line-of-sights also an important
parameter when trying to decipher the nature of a bow shaoge st determines
the projection onto the plane-of-the-sky, and may obscwedbw shock nature
completely ify = 0. We define a bow shock wiih < 90° to be blueshifted.

Assigning models to the bow shape

In this section we will describe how to align shocks onto autagrectangular
surface, which we will then later bend to the correct shapgélB models are
calculated using an adaptive mesh routine, so the steps odalrare not of the
same size. So the first thing to do, is to regrid the model tesolthat all models
along the bow have the same step-size. In doing so, we areconlidering
model points where the kinetic temperature is greater ti88® K. This is done
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Figure 2.19: Schematic presentation of a bow shock fromefeence frame of
the shock. The ambient gas is streaming past the shock abeitygls.

to limit the number of model points considered. The tempeeadf 1000 K has
been chosen because itis above this temperature thatbrationally excited,
as discussed above. The models are then aligned accordimgxdionum kinetic
temperature.

When models have been regridded and aligned we make an ofdggn
between dierent models so that output parameters will vary continlyodse
model results are stored in a 2D array.

Bending model results

With this recipe it is in principle possible to use any shape oan think of. For
the present work we will be examining axisymmetrical bowcksoof the form

7= f(r) = LbOW(R: )s , (2.3.1)

ow

where Lyow and Ryq, are the length and radius of the bow from the apex to
the truncation point of the wings, respectively. We will ltnourselves to
paraboloids here, that s= 2.

With the 2D array that we have calculated it is in principl&lyasimple
to bend it along any predefined shape, in our case a parabdhviein though
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bending the data bar is fairly simple, a lot of technical detare needed to
make sure that the parameters in the bended result are gonsinthat there are
no gaps, etc. Gaps may arise as points who were previoughloeurs are now
further apart. This we name the fishbortkeet because the 2D array containing
our model results will be bent like a set of fishbones.

Rotation into 3D

We now have a two dimensional profile of half a bow shock. Itas/ra matter
of rotating the 2D profile along the axis of symmetry. The testthis pointis a
data cube containing the full physics-chemistry couplediehof a bow shock.
Different levels of the shock may be investigated by simply loglat slices
of the data cube. In this work, we want to compare directhhwibservations,
l.e. we require projections of the data cube onto a planegoetipular to the
line-of-sight.

There are several ways to achieve an arbitrary point of vieatgh the data
cube. Here we simply rotate the 2D slices lying in a plane spdrby two of
thex, y, andz axes along the third axis, like turning parts of a Rubik'sewne
after the other. This method was chosen because of its easpleinentation.

While the shocks in OMC1 have local preshock densities 6£1¢° cm™3
(Kristensen et al. 2003, 2007a), they are still opticallypthwe therefore ig-
nore any opacity fects when looking through the volume and instead treat it as
completely transparent.

Results of 3D model

We will not show any results of the 3D modelling in this Sentid here are sev-
eral examples in the thesis by T.L. Ravkilde. However we wllurn to the 3D

model in Sect. 5.2 where we will compare the model directlihwibservations
of a bow shock in OMCL1. By way of examples we will show some efshort-

comings of the 3D model and discuss the errors that are inhegre¢his method
for constructing 3D models.

2.4 Concluding remarks

We have here presented some results of a large grid of 1D ghodels. We
are currently preparing the model results given in Sectf@.publication. This
publication will include both a general review of some of there important
results, but we will also make the recorded model outputdipaily available
on the “Centre de Donnée astronomiques de Strasbourg” (GIES)



2.4 Concluding remarks 73

The results may be applied to the interpretation of obsematof any type
of molecular shock almost regardless of origin. As such thdlyserve as a
valuable tool for the astrophysical community (once theyehaeen published).
However, it is of course still important not to regard the rebeksults presented
here as the absolute truth. As discussed in Sect. 2.1.3 thelnsostill sufering
from several shortcomings, one of the most important belregliD geometry.
Furthermore the model is in a continuous state of evolutsanmodel results
presented here will almost certainly be outdated at sonet poi

Therefore one of the other major contributions is the progdhat run the
grid, extract the results and verify that they are not seiptlawed. Thanks to
these programs this process is now fully automated and theliamtation on
running large grids of models is computing time. It is poksthat we have not
detected all criteria for deciding whether a model resutbi®e trusted or not,
and this will also be a continuing work.

In the following Chapters | will provide examples on how tderpret ob-
servations of jets and outflows associated with young stebgcts. | will also
show, that often it is not straight-forward to interpret thega, and often it is not
possible to reproduce observations by a single shock mads} a steady-state
shock model.

There still exists a vast amount of results which have nohls®lysed at
all. These include the species abundances and a more dedaiddysis of the
cooling functions. However, since all the results have lstered, it is possible
to extract them. For any given set of result, it typicallygak 1l day to extract
them.






Observations of the Orion Molecular
Cloud

| have been working on two fierent sets of observations of the Orion Molecular
Cloud (OMC1). The first was taken in December 2000 using the@a-France-
Hawaii Telescope (CFHT) the other is from December 2004 aasl obtained
with the European Southern Observatories (ESO) Very Lagdestope (VLT),
UT4. These two datasets will in the following be referred satlee CFHT and
VLT data respectively.

In this chapter | will go through the data reduction of the wladasets. Even
though I have not been part of the observation team, | havi&edoon the data
reduction and subsequent analysis.

Both observations have been performed using adaptiveof#i0) systems
and a short introduction to observing with AO will be given.the CFHT data,
narrow-band filters have been used to isolate emission fronmokdbrational
transitions, whereas in the VLT data a Fabry-Perot interfeater has been used.
There are a number of common traits in data reduction anessthat need to
be considered. These will be dealt with in this chapter.

3.1 Adaptive optics

Both sets of observations have been performed with the uaéagftive optics
(AO) systems and a short introduction will be provided heft CFHT the

PUEO adaptive optics system was used (Rigaut et al. 1998g atVLT NAOS

was used (Lenzen et al. 2003; Rousset et al. 2003).

AO systems are of crucial importance for the observatiomfpaed here.
Without AO the resolution would be limited by the seeing, @hin even the best
cases rarely fall below/@. By comparison the éraction-limited resolution of a
telescope with a given diamet®, at a wavelengtil is given ag, ~ 1.22 1/D.
In the case of the VLT wher® = 8.2 m the ditraction-limited resolution at
2.1umis 0’064.

75
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Figure 3.1: Schematic view of an adaptive optics system.

An AO system works by imaging a star (the guide star) at a haghing-
frequency. For both PUEO and NAOS the sampling frequenaosvieral hundred
Hz. This means that an image is taken and processed and trenatfon is
passed to actuators that change the shape of a deformabde several hundred
times per second (see schematic in Fig. 3.1). For this retiieoguide star must
be bright (for brightness limits, see Sect. 3.2.1 and 3.2.2)

Turbulence is not uniform across the sky. The isoplanatgieais the angle
over which the turbulence may be considered uniform and fedds on the
wavelength ast®®. For K-band observations at a wavelength~&f.2 um the
angle is of the order of 20 The distance between the guide star and the science
target should be smaller than the isoplanatic angle. Feetbbservations it was
possible to find stars bright enough and close enough to niek@d® system
work.

The AO systems work in closed-loops. When the AO is lockedroalgect
it will monitor the behavior and calculate the parametersdeel to correct for
atmospheric distortions. However in general the loops khoot stay closed for
more than one hour under average tip-tilt conditions as gpheric conditions
can change drastically over this time-period. After onertadwbserving the AO
should be re-locked on a medium position on the guide stas Ws especially
important for the VLT data (see below Sect. 3.2.2).

Finally the atmospheric conditions at the time of the obsgowns also play
an important role. The more stable the atmosphere is, the eidciently the
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AO system will work. One method to measure thogency of the AO system
is through the Strehl ratio. The Strehl ratio is defined asrét® of the peak
intensity of the measured point spread function (PSF; timetfan describing
the distortion of the star) to the theoretical maximum fogl@scope with perfect
optics and no atmosphere. For good corrections the Strablissabove~30%.

3.1.1 Strehl ratio

For a perfect spherical mirror the intensity distributiorthhe focal plane is given

as (e.g. Kitchin 1984):
2
|:|0(Jl(ﬁ)) : (3.1.1)

wheres = (#D sin#)/A, D is the diameter of the main mirrof, the radial co-
ordinate of the focal planel the wavelength and; is the first degree Bessel-
function of the first order.

When comparing the integrated brightness of the star asurezhsvith per-
fect optics and no atmosphere, it is clear that it must echlobserved inte-
grated brightness of the star. This allows the determinatid, in eq. 3.1.1:

[ total _ | total
obs perfect

[l e
o)) o2 o

o 2
_ |02ﬂ£ Jl;ﬁ) a8

= 7lo. (3.1.2)

The maximum intensity of the perfect optics system is

(3B o
= mio [ 22) <2 (3.1.3)
Thus the Strehl ratio may be calculated in the following way:
|nroax |rrl1)ax
SI’ — ons — obs
|periect ~ 10/4
|max |max
—_obs___ _ g, Obs (3.1.4)

|t0ﬁﬂ/ (4JT) = Itotal'

obs obs
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3.2 Observation runs

First | will give a brief summary of how the observations weexformed. This
is only meant as a short introduction to the two datasets arlder details will
be given later. The positional reference we use throughshgn discussing
observations of OMC1 is the position of TCC0016"85"1491, -0522'39/31
(J2000).

3.2.1 CFHT December 2000

Observations were performed at the Canada-France-Haelasdope on Mauna
Kea, Hawaii on the nights of the 6 to 8 December 2000. Obsensare cen-
tered on the BN-object situated’4&orthwest of the Trapezium stars. The total
field of view is shown in Fig. 3.2. Observations cover the oegidesignated as
Peak 1 and 2 by Beckwith et al. (1978).

The PUEO adaptive optics system was used with the KIR detecto
(1024x1024 pixels). The lens set used gave a pixel scale’089 per pixel
resulting in a field of view of 36x36”. Narrow-band filters were used to iso-
late individual H rovibrational line emissions. Altogether data were reeard
for ten diferent filters corresponding to severffdrent H lines, Bry and two
continuum filters. Specifications for the filters used aresgiin Table 3.1.

Data consist of seven overlapping individual frames of \Wiunly three have
been analysed (see below for further details). The observédg is shown in
Table 3.2. The weather conditions at the time of the obsemnstwvere rather
poor, the seeing was typicallyl”’5. No observations of calibration stars were
performed.

Several guide stars were used for locking the PUEO AO systéd€0016
(my=14.0), Parenago 1839n(=14.6) and Parenago 1816&\(=14.4). Under
optimal conditions the limiting magnitude for guide stags-17. Exposure time
was 300 s for each field and each filter.

We only use the 6307, 6310 and 6323 filters here (continuwmw=-0 S(1)
and H v=1-0 S(0) respectively). In the other filters the signal toseo{3N)
ratio were either too low or there is significant atmosphatisorption of the
line. Only in one or two very bright objects was it possibleditect a signal.
Atmospheric absorption will be discussed below in Sect.33.3

Data rejection

Unfortunately it was necessary to reject a large amount t tta several rea-
sons. The three main reasons for this are

e Some of the observed lines are simply too faint to be observed



3.2 Observation runs 79

0.00 0.25 0.50 0.75 1.00 1.25 1.50
et f
80 - (8) ) - 6) i
60 - f | . -
_ " " ‘r L
40 — - —
20 — -
4 East (1) (5) -
0~ W B
| ‘ Rt 4 % 5 I
7 \ i Ty ' West (2) i
—20 — B
7 ,e'ori B B
1 o@'Ori D .®'Or|' A B
—40 — 'Ori B
| @°0i C I
T \ \ \ \ \
20 0 -20 —-40 -60 —-380

Figure 3.2: Finding chart of CFHT observations. Data showticoium-
subtracted K emission in the ¥1-0 S(1) line at 2.12m. The colourbar is in
units of 10° Wn12 srt. The positions of the Trapezium stars are marked. Axes
are in arcseconds andftsets are given with respect to TCC0016 marked by a
cross ¢). The position of radio sources | and n are also given as veeBld
(Menten& Reid 1995). Boxes indicate the location of our 7 fields of view
each measuring 3&36’. Blue boxes marks fields which have been used in the
data-analysis while red fields have not (see text for furttegails). Numbers in
parentheses are the region numbers.
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Table 3.1: Specifications of the narrow-band filters usedhduthe CFHT obser-
vations. Obtained from the CFHT website. Only data obtaingt the filters
marked with a 'y’ were actually analysed.

Central

wavelength Bandwidth
Number Filter frm) (nm) Used
6306 H v=1-0 S(1), z0.01 2.143 30.0 n
6307 Br, z=0.01 2.183 30.0 y
6310 H v=1-0 S(1) 2.122 20.0 y
6311 Bry 2.166 20.0 n
6217 H v=1-0 S(3) 1.957 25.5 n
6320 H v=2-1 S(2) 2.154 26.7 n
6323 H v=1-0 S(0) 2.223 24.9 y
6321 H v=3-2 S(1) 2.386 31.0 n
6317 H v=1-0 S(2) 2.030 21.0 n
6312 H v=2-1S(1) 2.248 20.0 n

Table 3.2: Observation log for the CFHT observations pented on the 6 to 8
December 2000. Filter numbers are given in Table 3.1. Thesxe time was
300 s for each observation. Region numbers refer to Fig. 812.N2 and N3
refer to the nights of the 6th, the 7th and the 8th Decembspettively.

Filter Reg.1 Reg.2 Reg.4 Reg.5 Reg.6 Reg.7 Reg.8
6306 ZN1 N1 N1 N1

6307 XN1 N1 N1 N1 N1 N1 N1
6310 NI1,N2 N1 N1 N1 N2 N2 N2
6311 ZXN1 N1 N1 N1 N1 N1

6217 N2 N2 N2 N2 N2 N2

6320 N3 N3 N3 N3

6323 N2 N2 N2 N2 N2 N2 N2
6321 N3 N3 N3 N3

6317 N2 N2 N2 N2 N2 N2

6312 N3 N3 N3 N3
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e Some lines are stronglyff@cted by atmospheric absorption.
e Some data show artefacts which cannot be removed.

In the following | will go through each of these points.

Faintlines The noise level for the CFHT data is of the order of A%/ m=2 sr!
for all filters. This is mainly due to the relatively short equre times of 300 s.
Some of the lines we observe fall below this noise level. Wandibdetect the
following lines: H, v=1-0 S(2), B v=3-2 S(1) and By. In principle this gives
us an upper limit for emission in these lines which we can at& bn. However,
since the noise level is relatively high the constraint is/weeak, and we have
chosen not to use it. Furthermore the W=2-1 S(1) line is very weak and we
only detect it in the brightest regions.

In the three northern-most regions (regions 6, 7 and 8) wg datect B
v=1-0 S(1) emission. Due to this we choose not to include theourranalysis,
and instead focus on the inner part of OMC1. Region 1 cormdpto Peak 2 of
Beckwith et al. (1978) and regions 4 and 5 correspond to Peak 1

Atmospheric absorption As discussed below atmospheric absorption may
strongly dfect our results. Certain lines will be mor&ected than others, in-
cluding in particular lines at the edge of thkeband, close to zm and to 2.5
um. The following two lines were excluded on this basis; \H1-0 S(2) and

H, v=1-0 S(3) with wavelengths of 2.03m and 1.96um respectively. Both
lines are very risky to use, and should in principle only bedug the velocity

of the emitting gas is well-known, that is, the velocity hasb measured at the
level of our spatial resolution. In principle this should/eadbeen possible with
the radial velocity data reported in Gustafsson et al. (2088stafsson (2006);
Nissen et al. (2007), but they have no local standard of rest.

Wiggles in ratio maps In some cases we discovered that artefacts were show-
ing up superposed on the emission. These artefacts appeEsawiggles in pri-
marily the left side of the images. An example is shown in B. In the case
of strong emission the problem is not important, as it sedmasritensity of the
wiggles are constant. When examining faint emission howdéve wiggles are
relatively strong. We did not find a method for removing thggles. Instead
we discarded data were the wiggles were too prominent.

Unfortunately this involved most of region 5. For region 5 feend that it
was only possible to use the,M=1-0 S(1) line emission and none of the others.
Therefore we have also excluded region 5 from our analysis.



82 Observations of the Orion Molecular Cloud

0.00 1.00 2.00 3.00 4.00 5.00 6.00

—30 —40 -50

Figure 3.3: An example of the wiggles found in the CFHT datareHve show

a continuum-subtracted image of #=1-0 S(0) emission in region 5 (Fig. 3.2).
The wiggles are not so clear in the emission image, but whekingaa ratio
map between this line and the¥-0 S(1) line the wiggles appear. The ratio is
shown as white contours. The colour bar is ferlvO S(0) brightness in units of
10°% Wm—2srt and coordinates are relative to TCC0016.

Strehl ratio and spatial resolution

The Strehl ratio has been calculated for 6-10 stars in edduséeng Eqn. 3.1.4.
To measurd})%tg" we perform aperture photometry of the stars using an apeertur
of varying radius. The radius at which théN\Sratio is maximized is used as
the aperture radius. This is measured independently fdr stae. Furthermore
we subtract the sky emission by estimating the sky coniobut an annulus
surrounding the star. Therefore it is imperative that tregsstised are as free
as possible from background emission and nebula emissidriheat they are

non-saturated.
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The Strehl ratio is found to be typically 8—16% for all fieldsdfilters. The
further the star is from the guide star the lower the Stretibris, as expected.
The low Strehl ratio reflects the poor seeing conditions attitime of the obser-
vations.

As a measure of the spatial resolution we adopt the FWHM ofpibiat
spread function (PSF) of stars. We use the same stars as. aliwvspatial res-
olution was found to be 0”45 corresponding to 200 AU at the adopted distance
to Orion.

Data reduction

Data reduction to obtain Himages is performed so as to take account of any
temporal variability of the sky background, spatial vadas in the sensitivity

of the detector (flat-fielding), éfierences in the sky brightness affdrent wave-
lengths and dfering dficiencies of the detection system for théeient filters
used (see below). Dark counts are subtracted and bad pixéla@se due to
cosmic rays removed.

Deconvolution

Because of the relatively low spatial resolution, we trie¢@hvolving the data
with the method of Subtractive Optimally Localized AveradSOLA; Pijpers

1999). SOLA has been shown to conserve information of the sierallest scale
and we judge it to be superior for this work.

However as with all deconvolution techniques thbl $atio is lowered. We
find that it is possible to increase the resolution’t@®for the =1-0 S(1) line
while degrading the @8l ratio by ~ 40%. For the much weakex1-0 S(0O) line
we could not &ord to lower the AN ratio. Therefore it was not possible to
increase the spatial resolution. In the following we seekdmpare data from
different lines and we thus do not perform any deconvolution groathe data.

Continuum subtraction

The continuum background emission is subtracted from e#ieh fThe contin-
uum is weak, that is, typically less than 10% of either majoe brightness. We
choose the emission from theBrz=0.01 filter as continuum emission since
emission in this filter shows very little emission save thanf stars.

Absolute calibration

No calibration star was observed and we are therefore fa@ade other means
to obtain an absolute brightness. This has been done in tys:wa
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1. We tried to make an absolute calibration using the twosst@@C0031
(mk-=9.86) and TCC0044nfk.=10.50) (McCaughrean & St#ier 1994).
These stars are both located in field East. We performedwapghotom-
etry in much the same way as described in the following Se2t23The
spectral types are M2 and M3e for TCC0031 and TCC0044 reispct
By looking at the ISAAC standard spectra (Pickles 1998) we firat for
spectral type M2 there is a factor of 4 infiidirence between spectral type
M2Il and M2V. For spectral type M3 only M3IIl has an absolusdilora-

tion. But the diference between each subclass is probably of the same

order of magnitude as for M2, so since the subclass is unknasvcannot
determine an absolute calibration with any kind of accuracy

2. We may compare the peak brightness of the brightesrhitting region
located 182 east and’2L south of TCC001%6 Here Vannier et al. (2001)
have measured a brightness of 80015<10°> Wm=—2sr!. This may be
directly compared to our observations.

By comparing our observations to previously calibratecadae are adding a
layer of uncertainty to the absolute brightness. Howevecémmparing the ob-
servations with shock- or PDR-models it is absolutely inapige that we have
at least an estimate of the absolute brightness. This jest tposhow the impor-
tance of always observing a calibration star.

3.2.2 VLT/NACO-FP December 2004

Data were obtained on December 3 to 5 2004 using the EuropeatnéSn
Observatories (ESO) Very Large Telescope (VLT). We usedufé (Yepun)
equipped with the NAOS adaptive optics system and Conicaned camera
(NACO). Furthermore the telescope was equipped with a FRlerpt (FP) in-
terferometer. The S27 setting was used which gives a pixaésaf 27.15mas
and a field of view of 278x27!8.

Data were recorded in 3 fields centered around BN. These 3 fagkl la-
belled East, West and North and are identified in Fig. 3.4. Wmioed data
for 3 rovibrational H lines: w=1-0 S(1) at 2.12um, v=1-0 S(0) at 2.22um
and =2-1 S(1) at 2.25%m. Each line was observed one or more times in each
field, except the ¥1-0 S(1) line in field East. There are no observations of the
v=1-0 S(1) line in this field due to a lack of time. A log of the ohsions is
given in table 3.3.

The same stars as for the CFHT observations were used asnedestars
for the AO system, that is, TCCO0016 for field East,E14), Parenago 1819 for

105'35M1491, —0522'39/31 (J2000)
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field North (m,=14.4) and Parenago 1839 for field East,£14.6). The visible
wavefront sensor was used. The limiting magnitude of NAOKGLS .

The star HR1950 (HD37744) was observed for absolute céliiorpurposes.
The coordinates are 050"372959; —-02°4930/851 (J2000). Thus it has ap-
proximately the same airmass as OMC1. We will return to treohlie calibra-
tion in sect. 3.2.2.

The Fabry-Perot (FP) interferometer was used both to isataividual spec-
tral emission lines but also to scan over each spectraldinegasure any Doppler
shift and thus determine the radial velocity. This is doneubing the FP as a
tunable narrow-band filter with a bandwidth ofA1 ~1000 that is~2 nm. The
central wavelength is then changed in very small stepsc@jlyiless than 1 nm
while scanning over the spectral line. Each field was scaimé&#8 to 18 steps.
Each H line was scanned from the far blue to the far red wing. The &&am
obtained in the wings are free fromplémission and have been used as contin-
uum frames. The frames are also referred to as channel mapsidsirable to
have as many steps as possible in each scan and have as loqgpaare time
as possible. However the AO system should not stay locketh@oe than one
hour at a time as discussed above, limiting both of thesenpetexs. It is im-
perative that each field is completely scanned without o&itgg the AO as this
may cause dierential éfects to appear.

For this work the FP has only been used as a narrow-band Msat.turned
out there were problems with fringes appearing when trymgsttract radial
velocities from these data, and so far the problems havee®t bompletely re-
solved. This is in spite of having worked closesly togethighwWarkus Hartung,
ESO, the FP instrument scientist at the VLT. For a full acd¢airthe problems
| refer the reader to Gustafsson (2006). In this work we ater@sted by the
absolute brightness and there have been no problems éxgrdbts from the
data. In fact the problem with the fringes arises from thérsgs of the FP. The
absolute brightness is obtained from an integration ovegrsé¢ FP settings and
so the fringes are completely smeared out in the brightnatss d

Strehl ratio and spatial resolution

The atmospheric conditions were better for the VLT obséovat than for the
CFHT observations. Typically the seeing wak’. This is reflected in a much
higher Strehl ratio and better spatial resolution. Typictie spatial resolution
was 0'10-Q20 with a Strehl ratio of 25-60%. Average resolution and [8tre
ratio are reported in Table 3.3 with the statistical undatyafor each field.
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Figure 3.4: Finding chart for VLT-NAC@-P observations. Data show
continuum-subtractedtemission in the ¥1-0 S(0) line at 2.23m. The colour-

bar is in units of 166 Wnr?sr'. The positions of the Trapezium stars are
marked. Axes are in arcseconds artsets are given with respect to TCC0016
marked by a crossH). Our observed fields are outlined in blue boxes, each with
a size of 27x27'. The position of radio sources | and n are also given as well
as BN (Menten& Reid 1995).
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Table 3.3: Observation log for the VLT-NAGPEP observations performed on
December 3-5 2004. We list the field (see Fig. 3.4 for locgtibne, exposure
time per frame and the number of steps per scan. Furtherie/erage spatial
resolution and Strehl ratio are listed.

Exp. Strehl
Field Line Night time (s) Steps Resolution ratio (%)
North v=1-0 S(1) 1 120 15 ’'@4+0/07 1409
v=1-0 S(0) 1 240 16 'A8+0/08 25:10
3 240 18 019+0/08 29:11
1 240 16 '®1+0/06 23:10
3 240 18 013+0/05 43:13
West w=1-0 S(1) 2 120 17 ’A6+0/03 30:11
v=1-0S(0) 2.1 120 18 '02+0/02 4%~12
2.2
2.3

v=2-1 S(1)

120 18 011+0'02 49:15

120 18 011+0'01 5214

3 120 18 010+0'01 59t16

v=2-1S(1) 2.1 120 18 '01+0'01 56t15

2.2 120 18 013002 40:11

2.3 120 18 017+0'05 25t11

3 120 18 010+£0'01 59t17

East \1-0 S(0) 3 120 18 '(3+0'03 47416
v=2-1 S(1) 3 120 11 '9+0'04 25t14

Reducing FP data

As for the CFHT data, initial data reduction to obtain ihages is performed
So as to take account of any temporal variability of the skykigeound, spatial
variations in the sensitivity of the detector (flat-fieldjndifferences in the sky
brightness at dierent wavelengths andftiring dficiencies of the detection sys-
tem for the diferent wavelength settings used. Dark counts are subtracigd
bad pixels and noise due to cosmic rays removed. This hasdmenfor each
channel map.

Afterwards the channel maps were collected into data culres,for each
emission line and each field. The channel maps were caretgigtered with
respect to each other, the accuracy being better than 1 giked was done using
stars in the field. The continuum was then subtracted frorh eaannel map.
We used the channel maps in the far wings as continuum maps.
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Before each science scan the Ar line at 2.0R&Pwas scanned to give the
wavelength correction for each pixel. Next a lorentziantiedi and integrated
through each pixel as a function of the corrected wavelengte integrated
lorentzian is the line emission observed. The width of threntzian profile
corresponds to the observed line width. In our case this waiseld by the
spectral resolution of the FP interferometer which 8000 km s?.

In order to fully reduce a FP data set and obtain accuratalradiocities
many more steps are necessary. For a full account of FP ditatien and the
involved problems I refer the reader to Gustafsson (200@)iass not something
| have been directly involved in.

Absolute calibration

For calibration purposes the star HR 1950 (HD 37744) wasrgbde The star
has approximately the same airmass as OMC1. Observatioihe aftar were
performed on the first and second night and in the same masrteeacience
observations. The only flerence was that the exposure time was set to the
lowest possible value, 1.793s. This is due to the relatikigdih magnitude of the
calibration star. All observations cover the same wavelengnges as the three
science lines. An absolute calibration has been perforraeddch frame and
the results are listed in table 3.4 at the end of this secti@re we will only go
through the absolute calibration for one frame in ted\0 S(1) line at 2.12m.

The K-band magnitude is 6.788.024 (Skrutskie et al. 2006) and the spec-
tral type is B1.5V. For absolute calibration we use the olesgcalibration spec-
tra given on the ESO-VLT ISAAC webpate The calibration spectra are re-
ported in Pickles (1998). They do not supply a calibratioecspum for the
spectral type B1.5V. However the calibration spectra faety B1V and B2IV
show a diterence of less than 4% in thkeband. We therefore assume that the
absolute flux of our calibration star is identical to that atar with spectral type
B1V.

According to the ISAAC spectra the absolute brightness B1&um (the
wavelength of the first image in our scan of thelvO S(1) line) is 0.007095
F,. The F, unit is the brightness of Vega (spectral type AOV) at a wavgle
of 5556.0 A. This brightness is observed to ke.F (Vega)=(3.44:0.05)x10°
erg cnt? stA-1 (Hayes 1985).

We use the distance modulus to calculate the flux emitted bgalibration
star. The relative flux is given by:

fy

£= 10704 (mi-m) (3.2.1)

2Available athttp://www.eso.org/instruments/isaac/tools/lib/index.html
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Figure 3.5: Aperture photometry of the calibration star 9BQ. The total count
rate within radius r is shown as well as théNSatio. The latter has been multi-
plied by 100. The &\ ratio peaks at a radius e23 pixels.

where index 1 and 2 indicate our calibration star and Vegaaets/ely.

To estimate the total flux observed from the star we perfomps aperture
photometry of the star. That is, we measure the total flux ia@arture centered
on the star for varying radir, from which we subtract the sky contribution. The
sky contribution has been estimated from an annulus cehtanethe star, but
with an inner and outer radius of 69 and 89 pixels respectivlt r increases
so does the total stellar flux until it is almost constant. sTisiachieved at13
FWHM of the star. The FWHM is-4.4 pixels.

For eachr we also calculate the total signal to noise ratigN)Sfor the star.
This is done using the "CCD equation” (e.g. Howell 2000). faximum $N
is reached at a radius of 23 pixetsH.3 FWHM) and has a value of 132. The flux
inside this radius is what we use as the total stellar flux argfiy,s = 20274.8
counts/ 1.793 s= 11307.8 counfs. This is shown in Fig. 3.5.

The FP interferometer acts as a filter with a widthigAA = 1000, that is,
AA =2.12 nm. The pixel scale (ps) in steradians is:

1 pixel ~ 07027x 07027
= 1.713x10¥sr (3.2.2)
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Altogether we find that the calibration is

o - fusun(HRI950AL | o,

¢obs ps

0.007095x 3.44x 10° erg cn2s A" x 2.12 nm 10046785
113078 countgsx 1.713x 1014 sr

5.157x 10°° Wm=2sr? (countgs) ™ . (3.2.3)

The SN ratio for the stellar flux is 132 leading to an uncertaintyOof 6%.
The RMS error on the calibration spectra<i$% (Pickles 1998). To calculate
the total uncertainty on our calibration, we assume that @qual to 1%. The
error on the value of Fis 1.5% (Hayes 1985). We ignore systematic errors in
the pixel scale and theftective filter width. As stated above, the uncertainty on
the magnitude of HR1950 is 0.35% (Skrutskie et al. 2006).

Calculating the standard uncertainty on the calibrationd #=3.2%. This is
the systematic uncertainty combined with the uncertaibtgimed from photon
statistics. The fact that we are using a calibration for #Bp¥ instead of B1.5V
has not been included as this isfabiult to estimate. If the star was of type B2IV
instead of B1V we find a dlierence of~4%. Including this will increase the
uncertainty to~5%.

It is possible to compare with the calibration performed @ankier et al.
(2001). They found that the brightest part of Peak 2 (field Hzed an absolute
brightness in the ¥1-0 S(1) line of (3.080.15x10°°> Wm2sr. Unfortu-
nately it is not possible to perform a direct comparison, asde not have data
for field East in the ¥1-0 S(1) line. Instead we chose to compare this calibration
with data from CFHT (see Sect. 3.2.1) which have been dyrecinpared to the
calibration from Vannier et al.. This of course adds anotager of uncertainty,
and we will only use this as a guideline instead of an absafeitiéication.

We will do two comparisons. (1) We may compare our calibratid the
v=1-0 S(0) line in field East with field South-East of the CFHTad4®2) We can
also compare the brightness of thel¥0 S(1) line in another field.

1. The =1-0 S(0) line is a factor of 2.04 weaker than the€lv0 S(1) line at
the centre of the brightest object in field East. Thus the labsbrightness
is 1.50<10° Wm2sr. In this dataset we find that the absolute bright-
ness is~1.9x10° Wm=sr!. Thus the two are in good agreement with
eachother, considering thefidirent conditions and the method of compar-
ison.

2. In field West there is a bright bow shock located at a pasi#i@'5 west
and 6 south of TCCO0016 (see sect. 5.2). The peak brightness angord
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Table 3.4: Absolute calibration results for each of thesinbserved. The wave-
length range of the+2-1 S(1) line was scanned on nights 1 and 2.

Line Night Scans Calibration
10 Wm=2srt (countgpixel)™
v=1-0 S(1) 1 15 5.1%0.04
v=1-0 S(0) 1 16 3.980.03
v=2-1S(1) 1 15 3.780.03
v=2-1S(1) 2 8 4.020.05
v=2-1 S(1) 2 8 4.020.05

to the CFHT data in thex1-0 S(1) line is 0.810° Wm=2srt. We now
find that the peak brightness is (28%11)x10° Wm—2sr. Here the
difference is a factor of 2.5.

We conclude that the calibration shows the same order of imatmas the
CFHT data when they have been compared to the data from \fagtrak (2001).

It clearly displays why it is imperative always to observetanslard star if the
data are to be absolute flux calibratedffBiences between observations may be
significant. These include fllering weather conditions, which result infidirent
atmospheric transmissions andfdrent spatial resolutions, butftérent instru-
ments may also play an important role. For example in the CHEI& narrow
band filters were used to isolate spectral lines. These haéaral resolution

of /A1 ~100 whereas the bandwidth of the FP is an order of magnitugerlo
Thus the sky contribution to the CFHT data will be signifidgrtigher than
here.

The results of the absolute calibration of the VLT data is arped in table
3.4. Here we list the calibration for each wavelength rangee calibration for
the v=1-0 S(0) and ¥2-1 S(1) are on average 25% lower than that fed\0
S(1). Thisis caused by theftBrence in absolute magnitude of the reference star
at the diferent wavelengths.

3.3 Comparing emission maps of dferent lines

There are a number of issues that need to be considered whgradag emis-
sion maps of dterent lines. These considerations are common both for the
CFHT and VLT data and we will go through them here. They inetud

e Image registration
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¢ Differential reddening

e Atmospheric absorption

¢ Relative calibration of line emissivities
e Contamination from other lines

In the following we will go through each of these factors dissing their impact
on our observations.

3.3.1 Image registration

Image registration is imperative when comparing emissistaioed at dferent
wavelengths, even though they may be obtained with the sastieiment. Im-
age registration has been performed by fitting a 2D Gaussidhe emission
from a star and then using the centroid position as the jposdf the star. De-
pending on the number of stars used this will lead to a reggistn of better than
+1 pixel over the entire field.

For the CFHT data we discovered that from a simple compalistween
two images it was not possible to do a very accurate registraBy comparing
the position of stars in one filter with the position of stamsainother filter, it
was found that it was necessary to change the image size tligecan accu-
rate registration. In Fig. 3.6 we show the relative positdrstars taken in the
continuum filter (By, z=0.01) and »1-0 S(1) filter as a function of absolute
position in the ¥1-0 S(1) filter. For this particular combination of filtersnas
necessary to increase the size of the,Br=0.01 image by 6 and 5 pixels in the
x- and y-directions respectively to a size of 163029 pixels. This has been
checked for each filter-combination we used. After the ragsgaf the images
registration was better tha#il pixel corresponding to 35mas of1B of the PSF.
For each field we used between 6 and 10 stars.

The reason for this is unknown. At first we suspected that & ehge to a form
of micro-lensing in the filters themselves, but the chang&e is independent
of filter, so we conclude that the filters do not play an impottale.

The VLT data did not show similar problems. For these dataai wossible
to use between 6 and 11 stars resulting in an image regasirbgtter than:1
pixel. This corresponds to 27mas ¢bDbf the PSF.

3.3.2 Dfferential reddening

The v=1-0 S(0) and ¥2-1 S(1) lines will be less reddened than thelv0 S(1)
line. The relative magnitude flierence between the twoig1,/1,)"1" (Mathis
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Figure 3.6: Registration in the CFHT data. The relative pasiof stars taken in
the continuum filter (By, z=0.01) and ¥1-0 S(1) filter as a function of absolute
position in the wv1-0 S(1) filter for 10 stars.

1990). If we assume that the extinction at 248 is 1™29 (Brand et al. 1989a;
Rosenthal et al. 2000) the relative reddening or extinasdh106"29 or 0.90"29

at 2.25um. From the relationm, — m, = —2.5log(F1/F,) we find that the flux
ratio F,1»/F255 is 0.915 or that the¥2-1 S(1) emission may be overestimated
be ~9%. Results for the ¥1-0 S(0) line are similar due to the proximity in
wavelength. Here we present results for data uncorrectethi® imprecisely
known and spatially variable fierential absorption.
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3.3.3 Atmospheric absorption

It is essential that brightness estimates are as free ag@Bsm atmospheric
absorption. The velocity of the gas must be considered is tointext, as
this will cause the lines to be Doppler-shifted. Data olediiDec. 2000) on
the Canada-France-Hawaii Telescope, using a combinatitred®UEO adap-
tive optics system and Fabry-Perot interferometry ("Gri€lénet et al. 2002;
Gustafsson et al. 2003; Nissen et al. 2007), as well as exéethata in Chrysos-
tomou et al. (1997), reveal that the region of OMCL1 obsergdains H v=1-0
S(1) emission which shows velocity shifts, relative to Badf between+60 to
—-10 kms?. We are implicitly assuming that the=t-0 S(0) and ¥2-1 S(1)
emitting gas are moving at identical velocity to thelvO S(1) emitting gas.

Using the atmospheric absorption line atlas of Livingstowa&llace (1991),
we find that there is negligible absorption for thel+0 S(1) line in all cases,
save over a very narrow range of velocities arow80D kms? for which an
absorption of 7% is found. For the=t-0 S(0) line, the situation is similar with
a weak absorption feature again of 7% at arowdd km s*. For the «=2-1 S(1)
line there is also an absorption feature+&3 kms* of ~7%. GriF data show
that the regions studied span the range of velocities winicludes these values.
Thus diferential absorption may introduce systematic errors whanparing
line brightness from the three lines, but of only a few pertcéhe dfect cannot
be accurately determined and we choose to ignore it in theeptevork.

3.3.4 Relative calibration of line emissivities

To compare line emissivities obtained fronttdrent filters with diferent trans-
mission profiles it is necessary to do a relative calibratibims is done by com-
paring the flux for each star and compare it to the flux of theesstar in diferent
filters. Fluxes are measured using aperture photometryeasqusly discussed.
Here we are assuming that the stellar flux is constant ovewévelength range
from 2.12um to 2.25um. It may not be constant, depending on the spectral
type. For a star with spectral type K7 as TCC0016, thEedénce in brightness
at 2.12um and at 2.25%m is ~10% according to the ISAAC standard spectra
(Pickles 1998). This has been ignored throughout, becdesspectral type for
most of the stars we are using is unknown.

We are also assuming that measured stellar fluxes areffemted by at-
mospheric absorption as discussed above. Within each thieze are several
absorption features which may lead to an underestimatigheofluxes. How-
ever all features are very narrow and not very deep (typidadis than 20%) and
they are present in all filters. As above we choose to ignasseffect.
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It is also possible to assume that the sky contribution irtwefilters should
be identical. This is a much less certain method as the caies rare much
lower. We do not use this method except for verification pagso

For the CFHT data this was done using the same 6 to 10 stars esdge
registration. It is very important that the relative cadibon is as accurate as
possible since we do not have any independent means of ingyifize result.
In the case of the VLT data the observations of the calibmagtar will provide
absolute calibration and hence relative calibration. H@wveve do also compare
the stars in the science scans as an independent check distiieta calibration
already performed. We find that the results are in very goodeagent.

3.3.5 Contamination from other lines

Itis possible that other line transitions, both lkhes and atomic lines, are located
within the wavelength range of our filters, thus adding tolthe brightness and
leading to a systematic over-estimation.

Line contamination in filters

Within the v=1-0 S(1) filter only additional (high v, high) lines may be present
such as ¥8-6 O(4) and ¥3-2 S(4). These lines are negligibly weak in shocks
but may be found in PDRs. However PDRs are intrinsically artevb orders of
magnitude lower in brightness than the C-type shocks ertecehhere. More-
over these very high v lines are weak in PDRs (Black & van Destkal 987).

Within the v=1-0 S(0) filter there is also contamination from the (high v,
high J) lines, e.g. ¥8-6 O(5). There may also be a weak contamination from
the v=2-1 S(1) line, which lies 0.024m to longer wavelength than the-¢-0
S(0) line. However transmission through the S(0) filter & th-2-1 S(1) line
is only 3%. We conclude that contamination by other linesasanproblem for
either the S(1) or the S(0) filters.

The continuum filter has a line centre 2.18%. Within this filter there are
no H, lines. There may be some weak contribution frony Bihich we neglect
here.

Line contamination in FP data

Using an FP practically eliminates this problem. Since eetlinnel map is
very narrow,~2 nm, there is almost no line contamination. Even though 15—
18 channel maps were obtained covering each line, fiieetese filter width is
typically 10-15 nm or about half the width of the narrowbditigrs. In any
case, the arguments given above are certainly still truéhioiFP.
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For the =2-1 S(1) line at 2.247m there are no contaminating lines in the
vicinity. Again we conclude that contamination by otheelns not a problem.



CFHT observations of OMC1:
Results and discussion

In this chapter | will present the results we obtained from@FHT data. This is
a work mainly done by me and which is published in Kristengeal.g2007a);
Publication I. Since the spatial resolution of the CFHT datagnificantly lower
than for VLT data, we will primarily describe and examinegjesscale properties
of OMC1 here. For the VLT data where the spatial resolutioth sensitivity is
much higher we will examine in detail individual objects.

| will first describe how we can obtain important information the state of
the gas through comparison of ortho- and pagdifks. The results that we ob-
tain will then be compared with the shock models that wasiptesly described
in Chapter 2. We will also show how it is possible to compadiimual shocks
with the shock models. This we will refine in the following g¢her.

4.1 Ortho/para ratios and their relationship to
v=1-0 S(0) and S(1) line brightness

In principle it is necessary to obtain the full set of orthadaara-lines for all
vibrational levels in order to evaluate the real offtara ratio. A Boltzmann plot
would then show departures from the high temperature dxjwitn value of or-
tho/para= 3, if such departures exist (see Sect. 1.2.3). However we Sletow
that because of the proximity in energy of the2 andJ=3 levels in =1, it is
possible to obtain approximate values of an ofplaoa ratio which are meaning-
ful, using only S(0) and S(1)1-0 emission line data. To flierentiate these
values from the orthpara ratio global to all lines, we name the term derived
purely from v=1-0 S(0) and S(1)$1o.

We use the definition of the ortfymara ratio found in standard textbooks and
used in Hoban et al. (1991); Chrysostomou et al. (1993); Rgrasal. (1993);
Hora & Latter (1996); Neufeld et al. (1998); Wilgenbus et(@000), see also
Sect. 1.2.3. The orthipara ratio at local spin equilibrium (LSE) at a rotational

97
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temperature of is given by (Sect. 1.2.3)

%5 0da3(2] + 1) exp(=5 )

ortho/para(LSE, Tyqt) = ~
ZJ evern(z‘J + 1) eXp(kBErJot)

(4.1.1)

whereJ is the rotational quantum number aig the energy of the rotational
state for a given vibrational level v.

If the orthgpara ratio is dferent from 3 the data points of ortho-levels will be
displaced as described above. In that case it is only mefuhitagcalculate the
excitation temperature between neighbouring ortho datagand neighbouring
para data points. Furthermore, in principle it is only pbksito calculate an
orthgpara ratio for one ortho data point and compare it to the twghimuring
para data points. In that case, the non-equilibrium gpa ratio is given by
(Wilgenbus et al. 2000):

ortho/para(J) B N;
ortho/para(LSE, Tro) ~ Ny(LSE, Tror)

(4.1.2)

whereN;j is the value of the column density of the non-equilibriumhortine
andN;(LSE, T,q) is the expected column density of the ortho-line, had itnbee
observed at LSE at a rotational temperaturégf Note that we deal throughout
with column density, unless otherwise specified, as thatesldirectly to obser-
vations. This implicitly ignores any spatial variation imetline of sight, though
such variations must of course be present.

Referring to the upper state of the transiticalv0 S(0), that is ¥1, J=2, as
i=0 and the upper state o&i1-0 S(1) that is ¥1, J=3, asi=1, one obtains the
approximate orthgpara ratiog:

N E.-E
_ 1goexp( 1~ Eo

=== ortho/para(LSE T 4.1.3
No 01 KeToor ) /P ( E rot) ( )

$10

whereg; [=(21+1)(2J+1)] is the total multiplicity andE; — Eg) /ks = 473 K (see
Table 1.2).
The column densitiesy, in Egns. 4.1.2 and 4.1.3 can be obtained from the

observed brightness, using
_ 47T/1i |_|

N = oA (4.1.4)

where is the wavelength and is the EinsteinA-value for the corresponding
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line (Table 1.2). Inserting Eqn. 4.1.4 in Eqn. 4.1.3 givearfison et al. 1998):
l1 A1 Ao Qo

$10 = T—F——

exp( L EO) ortho/ para(LSE, T,o)

| 473K
0.4970-= exp( ) (4.1.5)
I0 Trot

where we assumeb,>300 K for which orthgpara(LSET,q)=3.

Using ISO-SWS observations, Rosenthal et al. (2000) findttieerotational
temperature measured with an aperture-d8” by 30’ is of the order of 3000
K. Le Bourlot et al. (2002) reanalysed the data and founddketional temper-
ature to be 3300 K. In Kristensen et al. (2003) it was found tihe excitation
temperature over a small field in region East varied betwé®2nd 5000 K.
This excitation temperature was calculated from tk&+0 S(1) and ¥2-1 S(1)
H, lines using high spatial resolution data from the ESO 3.6 lest®pe (see
also Vannier et al. 2001). Unpublished data recently obthiinom the VLT in
the same two lines show that the excitation temperature &k RgNW of BN)
is ~2000 K (see Sect. 5.1. In the following we have chosen a congédue of
T0:=3500 K based on all of the above observations.

The systematic errors generated by the energy term in EGrb dre small.
For example, given that the rotational temperatUrg, is in the interval from
2000 K to 5000 K as suggested by the observations just meatjadhe error
introduced by taking a constant value of the rotational teragure in the energy
term exp(473 KT,4) is no greater thar 10%.

We emphasise that;o refers only to the ratio in thex1, J=2 and 3 excited
states in that part of the medium in which they are populased, does not
represent the orthipara ratio of all the molecular Horesent in the medium.

The resultingp,o map can be seen in Fig. 4.1. To avoid unacceptable levels
of noise in forming this image, all emission in thel0 S(1) and ¥1-0 S(0)
lines weaker than810~" W m=2sr* was excluded. This represent2.5% of
the maximum in the #1-0 S(1) line and 9% of the maximum in the weakedv
0 S(0) line. Prior to obtaining the ratio the=¢-0 S(1) and ¥1-0 S(0), images
were smoothed using<# boxcar averaging. This degraded the spatial resolution
by ~15%. The map shows surprisingly clear structurgig ranging frome;g
of 1 to 3. In particular, individual clumps of material in teg West in Fig. 4.1
each show structure whegy is low (1-1.5) at the centre of emission rising to
3 at the edges.

A comparison may be made between our values @énd the ISO-SWS data
reported in Rosenthal et al. (2000). We have performed ateigaverage over
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Figure 4.1: A map of the approximate orfpara ratiog,, calculated from ¥1-

0 S(0) and S(1) emission, for the field identified in Fig. 3.@eated using Eqn.
4.1.5. The area in grey represents regions in which emigsibalow specified
signal levels (see text). The colour bar is fap. Coordinates are relative to
TCCO0016 as in Fig. 3.2. The absolute coordinates of TCCO6%35"1491,
-052239'31 (J2000). Original images have been smoothed using a boxca
average overx7 pixels. The three large squares delineated by grey boeders
named East, West and North, as illustrated in Fig. 3.2. Thekbtectangles,
Al+A2, B and C, delineate regions which have been chosen foiaztady.
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the aperture of the 1SO-observations, using the S(1) bregg as weight. We
find that¢,0=2.5+0.3 similar to the value of 3 quoted in Rosenthal et al. (2000)

4.1.1 \Variations caused by dferential extinction?

If the variation ing,, that we observe @ ¢ <3 corresponding to variations in
flux ratio between-2 and 6, Egn. 4.1.5) is only due to variations in extinction
then the minimum flux ratio must be2/6~0.3 leading to a relative fference
in magnitudes of 1229, If we use the extinction law of Mathis (1990), that is
the relative extinction is-(1,/1,)"Y7, we find that the extinction at 2.12n is
6.5, This is in contrast to the extinction estimated from seMdsdines which
is~1mag at 2.12m (e.g. Brand et al. 1988; Rosenthal et al. 2000).

If we assume that the extinction at 2.4@ is 6.3"®we receive 1400 of the
emitted light. As stated above the noise level is@k10~" Wm=2sr . Thus if
the extinction is 6.832%then the noise level (or minimum brightness) would have
areal brightness of 3:2L0~* Wm~=2sr* or an order of magnitude higher than the
maximum brightness of the brightest object in OMCL1. Thigutfor both the
v=1-0 S(1) and the¥1-0 S(0O) lines as the noise level is the same.

Furthermore, where we observe a low valu@gf as in the objects in region
West, we measure the lower value@f at the centre of brightness where we
have a surface brightness-of0°> W m=2 srtin the v=1-0 S(1) line. If this is due
to extinction alone, then that would mean that the obje@®aritting more than
~100 times what we are observing. This is much higher than ariyrightness
observed so far. Moreover such a high Ibfightness is not reproducable by any
theoretical shock or PDR models.

To translate this magnitude into a column density we noteitha mainly
dust grains that are responsible for extinction. Thus inggie it is necessary to
know the size distribution of the grains, the extinctionssgectionC.y;) at the
appropriate wavelength and the albedo of the dust grainssiFwmplicity we as-
sume that the albedo is 1 and that the average size of thesgsair0.1um. The
cross section may be described by #icency factorQey;, SO thatCey=ma’Qeys.
For a wavelength of 2Zm, Qe is typically~0.1 (e.g. Voshchinnikov et al. 2006)
resulting in a cross section aj@ of ~3x107*t cn?. We know that for every 400
photons emitted, 1 will escape. This gives a column deng$ity8x10%° cm.

We note that this is the column density of the grains. To tedaghis into
total column density we assume a dgas mass ratio of 0.01. We also assume
that the dust grains are composed of a mixture of silicatescambonaceous
materials with an average density of &ig®. The mass of dust grains is thus
~4x107* g/cn? resulting in a total mass of the column ofix1072 g/cn?. As-
suming that the column is only consisting of H we get a tot&liem density of
~2.4x107% cm2,
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Such a high column density is not unreasonable in OMC1. Bzwhal.
(2004) observes a total column density of1®* cm2 towards radio source |.
However radio source | is a very deeply embedded massivesstaiscussed in
the introduction (Sect. 1.4.2). In general the ¢dlumn density in OMCL is of
the order of 1&? cm (e.g. Masson et al. 1987; Genzel & Stutzki 1989; Rosen-
thal et al. 2000). Even though the extinction leads to a caolaiensity which
is consistent with previous observations, it is still nosgible to reproduce the
high brightness with theoretical models. Therefore thectgsion is that the
ratio variations observed are not caused by extinctioratians.

Data in van Dishoeck et al. (1998) show thateétnission lies in part in front
of the 9.7um silicon absorption feature. These data indicate thatest lsome
of the H, emission is generated in a region relatively unobscurechbymain
absorbing material. The Hlata from Rosenthal et al. (2000) indicates that the
extinction at 2.12um is 1M, Since this is based on the lemission itself it is
independent of where the main absorbing material is.

4.2 Observational constraints on models

In the inner zone of OMCL1 studied here, which omits the Oriagdis or bul-
lets to the NW (e.g. Allen & Burton 1993), we may divide the émission into
the following groups, based upon the general charactesistf the emission.
The first group consists of blue-shifted emission represgra massive outflow
originating between Peaks 1 and 2, in the north-easterngpaegion West in
Fig. 3.2. This group of objects is discussed in detail in Bisst al. (2007).
Data obtained with VLT using the NACO adaptive optics systesolve the
widths of isolated shocks in this region in a very graphic mar(Lacombe et al.
2004,Sect. 4.4.3). The second group belongs to Peak 1 akd?Rékorth and
East in Fig. 3.2). These are especially bright, with oveslag interconnected
features and a complex velocity structure (Gustafsson. &0l3; Nissen et al.
2007). The third group is represented by the faint backgd@mission observed
in region North. This does not show small scale spatial tinecat our level of
sensitivity and spatial resolution. The brightness of figsvasive emission in
the v=1-0 S(1) line is (4.81.3)x10°® Wm=2sr!. Brightness in ¥1-0 S(0),
corresponding to this level of emission ie¥-0 S(1), lies below the noise level.
However there remains a good deal dfdse S(0) emission detectable at around
(2.0+1.3)x10° Wm=2sr?, noting the brightness ratio of S(1) to S(0) lies be-
tween a factor of 2 and 6. This type of emission as charaetiy the S(1) line
shows no detectable velocity structure (Nissen et al. 2007)

In the following we seek to find a generalized set of shock aDR hodels
which are consistent with our observations. These obsenainclude both
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the line brightnesses inAi-0 S(0) and S(1) as well as the ratio and also radial
velocities as measured with GriF (Gustafsson et al. 2008s&\i et al. 2007).

In the next section we will also include the width of the boaskstructures
observed in VLT-NACO data (Lacombe et al. 2004). For parthef East field,
we also have brightness data for the2vl S(1) line (Kristensen et al. 2003).

We choose to analyse three large regions, which we namé\&1B and C.
The choice of location and size of these regions was madéy artthe basis
of the map of¢,o in Fig. 4.1 and partly following the results in Nissen et al.
(2007). Region A2A2 corresponds to what we observe of Peak 1, region B
corresponds to the blue-shifted outflow located betweekd?kand 2 and region
C corresponds to Peak 2. We have chosen to divide the datdhese three
regions as we expect physical conditions to vary over OM@1 ilmt they may
be constant in each of these regions. Below we will justify glnantitatively.

Note that the zone north-east of BN which lies-&t5”,+17” relative to
TCCO0016, south-east of AA2, has been excluded because of possible arte-
facts associated with strong continuum emission in thigreg

To put our data in a generalized form, we plot the absoluighbniess of the
v=1-0 S(1) vs. the line ratidR;o defined ad,-1.0 s(1)/ lv=1-0 s(0) fOr the regions
Al+A2, B and C whose locations are given in Fig. 4.1. Results hoava
separately for the regions AB2, B and C in Fig. 4.2. Very similar results
are obtained with thex1-0 S(0) data. In the following we will summarize the
properties of each region.

Region A1+A2 In the Al+A2 region, Fig. 4.2a, there is a clear ten-
dency for pixels with higher brightness to have high®p. Two conden-
sations of points located a@;0=3.2, lsq=7x10° Wm=sr! and R;;=4.2,
Is=1.2x10> Wm=sr! are clearly seen in Fig. 4.2a. These two classes of
points were identified according to the following criteriofihe two condensa-
tions were first separated by locating the minimum in poimsity between the
two condensations. The contour of this minimum point densis then used
around each condensation to form a locus defining each clEssse loci are
shown in Fig. 4.2a schematically as oblongs, defining thgeasf properties
which specify points of class Al and A2.

It is evident that certain regions are associated with eithe A1 or A2
classes. That is, the loRyy are found in a restricted zone in the southern
and eastern half of the AJA2 region. Thus the Al region is specifically that
part of the emission. This also turns out to be the more weeklitting zone.
The A2 class of points is restricted to the two high ratio omeFig. 4.1.
Fig. 4.2a also shows that a minimum value of brightness iscated with
each ratio. This is not an artefact due to a noise level @utvehich lies at
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Figure 4.2:a: Region North: brightness ofa1-0 S(1) vs. the line rati®y.
b: Region West : similarly for the blueshifted clumps in thme. c: Region
East. All data have been rebinned to %800 pixels from the original field size
of 2000<2000 pixels. The fective pixel size become$ T4 or 3 times better
than the resolution. The grey oblongs identify those pafthe data whose
characteristics are given in Table 4.1.

~8x10~" Wm=—2sr?, but arises because of theffdise background. This has a
brightness 0f4.0x10°% Wm=srin the S(1) line (see above).
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Table 4.1: Characteristics of the four classes of pointsmtesd in the text and
displayed in Fig. 4.2. Brightness is given in units of AW/ m2 sr. The «2-1
S(1) brightness ang,, are from Kristensen et al. (2003) and radial velocities are
from Gustafsson (2006) and Nissen et al. (2007) (see SetR)4.The figures
shown ast represent the range of values.

Observations class Al class A2 class B class C
Brightness ¥1-0 S(1) 0.6#0.11 1.150.10 0.9@0.08 1.050.18
Brightness ¥1-0 S(0) 0.240.04 0.280.04 0.3%0.09 0.3%0.08

Brightness ¥2-1 S(1) 0.15+0.05
Rio 3.2+0.6 4.2:0.5 3.21.1 4.2:0.8
R12 7+2
é10 1.8+0.3 2.4:0.3 1.8:0.6 2.4:0.5
Associated radial

velocity (kms?) 11 11 18 8

Region B Fig. 4.2b shows data for the blue-shifted clumps in regiorstWe
Similar plots restricted to individual blue-shifted clusmyphow the same struc-
ture of higher brightness towards lower valuesRe§ (Sect. 4.4.3). Thus here,
in contrast to class Al or A2, positions of data points witthia scatter plot are
not associated with any particular spatial sub-zone of tiesen region. The
loci of points which we call class B is defined by the oblong ig.F.2b. The
criterion here is that we have chosen the subset of data@896 of the maxi-
mum brightness. The reason for this restriction is as fadloim class B, which
represents the blue outflow region, much of the data ariges fighly local-
ized shocks, some of which take a bow form, judging from thephology in
Lacombe et al. (2004); see also Chapter 5. Data in our chagesesrefer to
that brighter emission which lies near the tip or centre @f low shock. We
therefore do not consider the fainter wings of the bow shocks

Region C Fig. 4.2c, for Region East, shows dfdrent structure, with a central
condensation aroun®;=4.0 and §;=1.2x10"°> Wm=—=sr. We have ¥2-1
S(1) data for part of region C (Kristensen et al. 2003) andehgeld a diagram
of very similar appearance to that shown in Fig. 4.2c. We éd®n as the line
ratio of v=1-0 S(1) to «2-1 S(1). The oblong, defining points of class C, was
obtained as follows. Contours of density were obtained dindada above the
half-maximum were included, as schematically outlined iy dblong in Fig.
4.2c.

Our task now is to identify shock models which satisfy therabteristics of
data of classes Al, A2, B and C as specified in Fig. 4.2a, b, esd bharacteris-
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tics are listed in Table 4.1. Each class is defined by a rangharfcteristic val-
ues of absolute brightness and line ratio(s). Also includé&able 4.1 are values
of average radial shock velocities taken from GriF data regubin Gustafsson
(2006); Nissen et al. (2007).

4.3 PDR as a possible source of excitation

H, emission in OMC1 arises from both heating through shocks. (éannier
et al. 2001; Kristensen et al. 2003) and from photon exoitath PDRs (e.g.
Black & Dalgarno 1976; Black & van Dishoeck 1987; Sternberdé&lgarno
1989; Storzer & Hollenbach 1999). We turn first to PDRs.

We now show that the @fuse background of fHemission which permeates
most of region North (but not region East or West), and to Whie have drawn
attention in Fig. 4.2a, may be approximately modelled usesylts reported
from existing PDR codes. In our regi@iOri C, an O6 star in the Trapezium
located at a projected distance of 0.09 pc from BN, geneeatadiation field of
2-3x10° times the standard interstellar field in Habing unitg,(Babing 1968).
Combined with a high density, for example exceedingh®® cm3, collisional
events result in a kinetic temperature in a PDR with valuesigr than 800 K
(Storzer & Hollenbach 1999; Sternberg & Dalgarno 1989; Kaarf et al. 1999;
Le Petit et al. 2006). The importance of this figure here ig theeractions
between H and kbegin to overcome the activation energy barrier for H atom
exchange at these temperatures, scrambling the ortho-aaadgopulations and
creating orth¢gpara=3, as mentioned in the introduction (Sternberg & Neufeld
1999).

We use results from the PDR models of both Stérzer & Hollehfd©99)
and the “Meudon PDR code” (Le Petit et al. 2006). We focus upenveaker
background emission without measurable velocity strechecause (i) PDRs
are unable to reproduce the high brightness of many loailiegions (ii) the
large bulk motions in the gas, associated with very brigbiaes, are not char-
acteristic of PDRs. We therefore seek to reproduce a bragstin v=1-0 S(1) of
~ 4.0x10°° Wm2sr?t, with an upper limit of~ 8x10~" Wm=2sr in S(0), the
noise level. This implies th&;o must be greater than 5 resulting in a lower limit
of ¢19 Of 2.8 close to the high temperature equilibrium value of ang/para
ratio of 3.

Using the model of Stérzer & Hollenbach (1999) with a radiatfield of
2.4x10° Gy, ny=4.0x10° cm3, including 2.6 kms! of advection, a value of
4.2x10° Wm2srt arises in the S(1) line. This is in fact the maximum that
any models in Stoérzer & Hollenbach (1999) report and repcedithe observed
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value of the S(1) background emission seen in region Nottie. dorresponding
brightness for the S(0) line is not reported in Storzer & ldobbach (1999).

Turning to use of the “Meudon PDR code”, we first note this dussnclude
advection. This has the result that the high brightness=ih-® S(1) is more
difficult to match, at any rate for a simple face-on model. The raggeme
conditions explored usg;=5x10° cm~2 and a radiation field of 610° G,. These
yield S(1) brightness of 3010 Wm=2sr!. The ratioRy, is calculated to be
3.8 and thus S(0) is predicted to be close to the noise level hitle too bright.

In this connectionRyg is insensitive to the intensity of the radiation field in the
range of high number densities and high values of the radtidteld strength
used here.

We conclude that a significant part of théfdse background in region North
is due to the direct action of a PDR generatedt9ri C. We also conclude that
the density here is higher than®1€m2 implying that the temperature is1500
K. Hence changes in the ortfpara ratio occur through reactive collisions. The
region is of course also subject to the well-known major outfirom the general
area of BMIRc2. Thus difuse shocked gas also makes a contribution to the
emission (see Sect. 4.4.2).

4.4 Shocks as a source of fexcitation

In this section we will compare the observations with the sl@hd model re-
sults described in Chapter 2 and Flower & Pineau des Foré@3(2 We com-
pare observations with a subset of the grid already caledlahd described pre-
viously (Sect. 2.2). In the case of C-type shocks we only icenwvalues of the
magnetic scaling factoh, of 1.0 and 5.0. This is done because the number of
observational constraints is low and it is not possible tost@inb.

In a shock, H is excited through mechanical heating, at the microscopic
level through high temperature,HH,, H-H, and He-H collisions (Le Bourlot
et al. 1999). As the shock develops, the temperature becsofigsent that
excited vibrational states become significantly populatedission is observed
in the IR, for example, fromd=2 or J=3 states in ¥1 to form respectively the
S(0) and S(1) lines. We first consider the type of shocks agiehiere, that is,
whether they are J- or C- type.

4.4.1 C-type vs. J-type shocks

As we now show it appears very likely that the shocks whiclegige to lo-
calised bright emission in the central region of OMC1 are nedig C-type
shocks, rather than non-magnetic J-type. First, it has loeemonstrated that



108 CFHT observations of OMC1: Results and discussion

the region can support substantial magnetic fields (No@&41 Chrysostomou
et al. 1994; Crutcher et al. 1999; Simpson et al. 2006) andy#zeis at least
weakly ionized. Second, there are numerous features, iedlgan the central
zone (region West in Fig. 3.2) between Peaks 1 and 2 (regionth ldnd East),
which are clearly individual shocks, as imaged at 70 masluésa (30 AU)
using the NACO-VLT adaptive optics system (Lacombe et adA0We return
to individual objects in the NACO-VLT field in Sect. 4.4.3. d@ltomponent
of magnetic flux density transverse to the direction of shpakpagation in a
C-type shock softens the shock and makes very extensivethenrin which
high temperatures and accompanying excitation paté encountered. We find
below that it is possible to model observed shock widths ef8@0AU in dense
regions only with C-type shocks.

The occurrence of J-type, non-magnetic shocks (HollenBadicKee 1989;
Lim et al. 2002) has been discussed in detail in Kristenseh €2003). It was
shown there, for data in region East, that J-shocks cori&ilouvery restricted
areas at the edges of clumps. These zones are not resolwednem observa-
tions of v=3 and \+4 lines, Moorhouse et al. (1990) finds that it is impossible
to reproduce the observed brightness by C-type shock mobgishat J-type
shock models are required. These observations were madeatf P There-
fore it is very likely that there is a contribution to the dnigess from J-type
shocks. However thefiect is probably not strong since the Hrightness in
J-type shocks is generally lower than for C-type shocks.

4.4.2 Physical conditions associated with fferent classes of
data

Our aim is primarily to establish shock velocities and poehdensity for all
four classes of data defined in Sect. 4.2. This may be sucdlysathieved
through comparison with a very large number of models takemthe grid de-
scribed in Sect. 2.2. From the outset we note that there arerghy insuficient
constraints to exclude anything but a large range of indréthg/para values for
any of the four classes. The same is true of the magnetic field.

We use g/>-method to quantify the best fit models of our observatioak, ¢

culatingy? = Y ops %‘)2 where Xops and X046l efer to the observed and
modelled quantities, respectively,ys refers to the uncertainty in the parameter
associated with any class, that iffeetively the range of values appropriate to
that class. These ranges of values are given in Table 4.hédirte brightness.
In the case of the velocity, Gustafsson (2006); Nissen €2@0D7) reports only
radial velocities. They measure the radial velocity by canmg the peak radial

velocity of a given object with the radial velocity of the radal surrounding
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Figure 4.3: The confidence intervals of class A1. The comst@ure given at
intervals ofo- from 2o to 5. The models used to make this plot all have an
initial orthg/para ratio of 0.01 anb=1.0. See Sect. 4.4.2 for further description.

the object, thus measuring the radial velocity comparetdeambient material.
These are féectively minimum velocities and are shown as such in Talile 4.
The value ob- associated with these velocities was the standard dewiafithe
sample used.

A typical contour plot of confidence intervals, in this case dlass Al data
and initial orthgpara=0.01, withb=1, defining the transverse magnetic flux, can
be seen in Fig. 4.3. Contours of 2, 3, 4 and &e shown corresponding to
each level of certainty. Similar contour plots were obtdif@ each value of the
initial ortho/para ratio and of the value &f for each class. Each contour plot
typically covers 200—300 individual shock models. Comnmaltthese contour
plots is that they cover a combination of high preshock dgneith low shock
velocity to low preshock density with high shock velocityhel criterion of fit
for each class is taken to be the 8mit (99.7% confidence). For each value
of the initial orthgpara ratio, the derived range of values of shock velocity and
preshock density are shown in the appendix in Table C.1,dtrlp=1 andb=5.

We also show the corresponding range of the postshock getigtshock width,
the integrated orthipara ratio and the maximum kinetic temperature, where all
values are generated by the shock model.

There turn out to be rather few general conclusions that neayréawn at this
stage from the results in Table C.1 despite the detailed/aisalThe underlying
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reason for this is that we are attempting in the case of daissdC, for exam-
ple, to model all the emission in Region East, which compgrisest of Peak 2,
in terms of a single set of shock conditions. Nevertheles®wa general state-
ments may be made which give a useful overview of the charatits of shocks
in the inner part of OMCL1. These may be summarised as follows:

e Class C objects, in region East, cannot be modelled b, that is with
high magnetic fields for any initial orthpara ratio. High magnetic fields
are also excluded for classes A2 and B for values of the irattho/para
ratio of 0.01. Isolated regions of parameter space may incgpie exist
where agreement is possible but are not accessed by our gidiel

e Initial orthg/para= 0.01 tends to require velocities higher tha?5 km st
whereas for higher values of the initial orfppara ratio the velocity may
be as low as-10 kms?®. This may suggest that higher velocities should
be rejected since the required delay between successivkstwreset the
initial ortho/para to 0.01 is 10years, whereas the OMC1 complex is no
older than~1C° years (Hillenbrand 1997; O’Dell 2001).

e The higher the initial orthgpara ratio is the higher the preshock density
must be leading to higher postshock densities. This favbigis densi-
ties in OMCL1 clumps, given that low initial ortfjmara seems unlikely for
reasons of cloud lifetime.

e The predicted width, in particular the lower limit decreass higher initial
orthgpara ratios are used. Where widths can be measured, typiedlies
are of the order of 50 to 100 AU (Lacombe et al. 2004). Ie-et, this tends
to exclude an initial orthypara= 3 in all classes.

e For initial orthgpara values greater than 1, higher magnetic fields may
also be used to fit the observations. Higher velocities (@e=ater than
20 kms?) are naturally required because of the cushionifigats of
higher fields.

A general conclusion from the above items is that the indgréthg/para ratio
probably lies between 1 and 2. This implies an upper limithaf order of 16
years between successive shocks, consistent with thiendetf OMCL1.

The kinetic gas temperature in OMCL1 as measured from for pleaiiHs,
CO or CHCCH is ~45-75 K (Churchwell & Hollis 1983; Liszt et al. 1974;
Sweitzer 1978). At equilibrium the ortlmara ratio would be in the rangé®.25—
0.9, lower than the initial orthpara ratio which we find above. Again this indi-
cates that the gas has probably been shocked previouslysifyge protostellar
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objects in the region or that the PDR generated by massive istdhe region
(e.g.6*Ori C or BN) have raised the ortfjmara ratio of the gas.

If the shock velocity is less thar10 kms? shock waves tend to cause
only a very temporarily compression of the medium, whiletiisi greater than
~50 km s they will disperse the medium. All our predicted shock véies fall
in this range, which implies that they are compressing thesitig perturbations
that already exist in the medium.

We may estimate the Jeans mass of individual clumps by usanderived
postshock density and the kinetic temperature. The Jeass imgiven as (see
Egn. 1.1.1; Evans 1999):

M; =18 Mo T n22. (4.4.1)

As an example we consider a clump with a kinetic temperatts® & (as indi-
cated above) and a postshock density éfdi—3. This is at the upper limit for
predicted postshock densities. The Jeans mass is-théM,. The characteris-
tic scale size of objects in the region has been estimatee@®00 AU (Vannier
et al. 2001; Gustafsson et al. 2006b; Gustafsson 2006). ires clump with
this diameter. If we assume the density is uniform, then éltedl tlump mass is
~0.15M,. This is four times lower than the Jeans mass and the clummatil
collapse. However, if the temperature is lowered to 10 K #end mass is0.7
M, or half the clump mass, resulting in gravitational collapse

It is very likely that the density is lower than 4@m3, that is, the Jeans
mass is higher and the clump mass lower than above. Thelefartlikely that
the outflow in OMC1 is causing a small starburst. Individunse, cold con-
densations may undergo collapse because of shock conprelsst the general
conclusionis that this will not be wide-spread. This is imrast to Vannier et al.
(2001) who predict that at least some clumps in Peak 2 have d@m®pressed
suficiently to undergo collapse.

We are also not ruling out that there already is a pre- or tettar popu-
lation located within the outflow as discussed in Nissen efeaf). 2007). But
results here show that the formation has not been triggeyatidogeneral out-
flow.

4.4.3 Individual objects in region West

In region West a group of objects located betwe€to/35” west and -5 to 16’
north of our reference, TCC0016, show similar propertiggarding the absolute
brightness g0 and velocity structure (Nissen et al. 2007). For example, th
maximum absolute brightness of these objectsiOx10° W m=2sr?, ¢ is
~1.0-1.5 at the centre of the objects rising to 3 at the edgss F&y. 4.4).
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Figure 4.4: Map showing,o in objects 1, 2 and 3 identified in Fig. 4.5. The
area in grey represents regions in which emission is bel@eiépd signal levels
(see text). The colour bar is fgr, and coordinates are in arcsec and relative to
TCCO0016 (see Fig. 3.2).
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Figure 4.5: ESO-VLT NACO images of three objects where thedimcks have
been resolved. The greyscale bar is in units oP MY m2 sr' (Lacombe et al.
2004). Coordinates are as in Fig. 3.2.
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These objects are of special interest since they are panedR counterpart of
an outflow identified originally in the radio, originatingofm a highly obscured
massive star (or stars) buried in the depths of OMC1 (soumrent Menten &
Reid 1995; Greenhill et al. 2004c; Shuping et al. 2004; Gastan 2006; Nissen
et al. 2007).

We have chosen three objects to model, selected on the Hasisiobow
shapes. These objects are shown in Fig. 4.5. Their chaistatsrare given in
Table 4.2 where widths are obtained from ESO VLT-NACO obagons of the
region (Lacombe et al. 2004). The width has been measurde iwing of each
shock as the width of the region where the brightness is grélaan 65% of the
peak brightness. We have chosen this value since we onlydsrisightness
higher than 65% of the peak brightness. Note that we now Hevadditional
constraints of shock velocity (but see below) and shocklwilit this connection
an observed (radial) shock velocity is a few krh Bwer in velocity than the
lower limit of the shock speed, since energy is taken intdihgan the shock
impact and velocity is lost from the impacting material.

In Fig. 4.6 we show brightness versRBg, for Object 1 (see Fig. 4.5 for
labelling of objects). The oblong identifies the subset ahfsthat we use for
comparison with models. Note also the similarity in formtwihe data in Fig.
4.2b, which defines this class of objects.

Again we use &2 method to quantify which models fit observations of ob-
jects 1,2 and 3 at thes3level, using the same grid as earlier. We treat the
observed velocity data in the following manner. If the sheekocity in any
model is less than the observed radial velocity, then thecitgiis included as a
constraint in the/? fit. If the velocity is greater than the observed radial viigc
then we do not include this as a constraint. This is in redommiof the fact
that the radial velocity is a lower limit to the true velocitye find below that
a fit at 3r is given with a shock velocity essentially equal to the obséradial
velocity.

If the velocity predicted by the best-fit model is indeed theck velocity,
then this would imply that the shock is moving along the lofesight. In this
case, the width is no longer a valid constraint. Moreovemtizgphology of the
objects suggest that they are not moving completely aloadjnle-of-sight. The
reason that the best-fit model velocities are close to thede@locity limits may
be that the actual shock velocity is lower than the measwa@idlirvelocity. This
would be the case, if the gas ahead of each object has alreadyshocked and
is moving parallel to the objects. The actual shock velogiould then be the
difference of the velocity of each object and the velocity of tfespock gas. In
Chapter 5 we will analyse objects 1 and 3 in more detail.

A contour plot of confidence intervals for object 2, initiatlwo/para in the
preshock gas0.01,b=1 can be seen in Fig. 4.7. Full results are summarized in
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Figure 4.6: A plot of brightness in the1-0 S(1) line for object 1 similar to Fig.
4.2 for object 1, but without spatial rebinning. The oblomgleses those data
used for comparison with models.

Table 4.2: Characteristics of the three objects describdub text and displayed
in Fig. 4.5. The brightness is given in units of 10 m 2 srt. The velocities
are from Nissen et al. (2007) and the widths from Lacombe.&2a0D4).

Object 1 Object 2 Object 3

Location -18/5;+0’5 -18’1;-0’8 -20'8;-62
Brightness S(1) 0.940.10 0.840.10 0.650.07
Brightness S(0) 0.340.08 0.29-0.08 0.34:0.08
Rio 2.8+0.5 3.2:£0.7 2.8:0.5
®10 1.6+0.3 1.8:0.4 1.6:0.3
Width / AU 80+30 80+30 40:20

Velocity/ kms? 18+1 31 36+1
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Table C.2 in the appendix. Because of the extra constramut®ar limitation to
a single object, we obtain a much narrower range of physmadlitions. In fact
we can show that object 1 is distinct from objects 2 and 3,ctftkin the much
lower observed radial velocity.

The physical conditions in our three objects may be summdids follows:

e Object 1 requires that the initial ortfmara ratio be around 1 or above.
Moreover the magnetic field cannot be high, thabis5. It appears dii-
cult to reproduce the observed width, which may be an orderagjnitude
too low. Whilst strictly the full range of models for objecti Table C.2
are of equal validity, on the basis of the width criterionrederhaps the
most satisfactory model overall is that with initial orfpara= 2, shock
velocity 18+2 km s, preshock density40.5x10° cm3. At all events, all
models at the @ level show the same preshock density, which implies a
transverse magnetic flux of 1 mGauss.

e Objects 2 and 3 may be classed together. =i, the preshock density
lies an order of magnitude lower than in Object 1 and is2.5x10% cm™3
with a corresponding transverse magnetic flux of 0.3 mGabase more
the widths are not well reproduced, though in this case theyao large.
Higher magnetic fields cannot strictly be excluded but wsdéne still
greater for higher fields. The initial ortfjwara ratio cannot be determined.

4.5 Concluding remarks

The results presented here show that observations of atitbpara- lines of K
present a useful way of probing the physical conditions iockkd zones. We
have introduced the quantity,o, based on the 2 rovibrational,Hines v=1-0
S(0) and S(1), as defined in Eqn. 4.1.3. A mapgf a quantity which we have
shown is approximately equal to the true orfera ratio given a high rotational
temperature, demonstrates strong spatial variation,imgnfigom 1 to the high
temperature equilibrium value of 3. Spatially averagedigalhowever are close
to 3, in agreement with earlier work.

We have identified four classes of objects in OMC1, classtfiedugh sim-
ilar properties with respect to line brightness and value#.g. This allowed
the identification of a dfuse background emission in region North (but not else-
where) whose presence may be partly attributed to a genBfaldising from
the action of¢*Ori C. The bulk of the work is devoted to the development of
a large grid of shock models with a view to identifying the ptoal conditions
associated both with the four classes of object and also sg#tific chosen
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Figure 4.7: Confidence intervals for object 2. Model pararsetre initial or-
thgpara=0.01 anch=1.0.

shocked regions in the field. At ther3evel it was possible to determine a range
of shock-models that fit our observations with preshock tiessranging from
~10°-10 cm2 and shock velocities in the range of 10-40 krh 8t was found
that no J-type shock models fit our observations at thde¥el if we restrict
preshock densities to10’ cm™3 for which models are valid.

It was found that even though shock velocities are not so thigh shock
waves disrupt star formation, the postshock compressiootifiigh enough to
cause gravitational collapse in typical clumps. Individeaid, dense clumps
may undergo collapse because of the outflow, but it will noabeide-spread
phenomena and results here imply that the outflow is not ngusilocal star-
burst.

For individual bow-shocks it was possible to identify relaty precise shock
conditions. Working with objects in the massive blue-gdfoutflow emerg-
ing from between peaks 1 and 2, three objects were examinegklatity of
~18 kms*? and preshock density of $@m apply to one such object and a
shock velocity 0~36 km s* and preshock density of Z30* cm™3 apply to the
other two. Derived transverse magnetic flux was 1 mGauss @whGauss re-
spectively. These magnetic fields are similar to those ddrixom observational
data of Norris (1984) and Crutcher et al. (1999).



VLT observations of OMC1: Results
and discussion

The work done in this chapter has primarily been done by mecamgsponds to
publication I1. In this Chapter | will mainly focus on the dysis of one particular
object located in our field. This is done to illustrate the powf high spatial
resolution observations vs. lower spatial resolution as @d@ne in the previous
Chapter.

It is essentially possible to redo the work done in the presiGhapter with
these new observations. However in some points the two adtaase very
different. First and foremost the spatial resolution is typycafactor of 3 better
for the VLT observations and the sensitivity is much highpically a factor
of 4. This allows us to observe the region in much greaterildatal resolve
even more objects than previously possible. Thus the ddtanevitably have
a different appearance. Furthermore we have no data forttheOvS(1) line in
Region East and Region North is not identical in the two ddtasee Figs. 3.2
and 3.4).

Because of the higher spatial resolution and higher sgitgjtit is feasible
to analyse each individual object in OMC1 and reproduce misiens in terms
of shock models. With this we can in principle map the prekramnsity, shock
velocity, magnetic field strength and initial orfjpara ratio throughout OMC1 at
the level of individual objects. This is in contrast to theyious Chapter were
large-scale properties of OMC1 were analysed. Sofar thignig much a work
in progress.

In Sect. 5.1 | will do a brief comparison between the CFHT and data
before analysing an individual object in Sect. 5.2. Thislgsiais done using a
new method developped here.

5.1 Comparison of CFHT and VLT data

It is possible to compare a part of the VLT data with the CFHTadaVe can
make a full comparison for region West (class B) and for paregion North

117
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Figure 5.1: Brightness of the=1-0 S(1) line vs. the line ratio, 4 in region
West (left) and north (right). Data have been rebinned tard tf the original
Size, so the #ective pixel size is’081, slightly lower than the resolution.

(class AX-A2). It is not possible to compare region East (class C) simealo
not have data for thex1-0 S(1) line here. For definitions of classes and regions,
see Sect. 4.2 and Figs. 4.1 and 4.2.

5.1.1 Region West

In Fig. 5.1 we plot the absolute brightness eflv0 S(1) versus the brightness
ratio of v=1-0 S(1) and ¥1-0 S(0), Ry, for region West. Quantitatively the
results are identical to Fig. 4.2b in that high brightnesasisociated with a low
line ratio. Also there is a sharp limit inJgbelow which we find no points.

However, in the CFHT data this limit was observed to beatvhile in the
VLT data it is found at~4. Also the absolute1-0 S(1) brightness is higher
in the VLT data. To verify whether this is due to the highertsdaesolution,
we tried convolving the VLT data with a Gaussian with a FWHM®40 corre-
sponding to the spatial resolution of the CFHT data. Thisl®s the maximum
absolute brightness to %x40° W m=2sr! which is in better agreement with the
CFHT data. This did notféect the line ratio which remains greater thaé. A
line ratio of 4 corresponds t9,0=2.3 (Egn. 4.1.5) assuming that the excitation
temperature is 3500 K as discussed in Sect. 4.1.

5.1.2 Region North

In region North the image is slightly flerent. Here it is not possible to repro-
duce the CFHT observations even qualitatively, see Fig. Blfere is a small
tendency for a condensation aroung+5.5 and 1.75%10° W m=2srt but it is
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not as strong as for the CFHT data. The second condensatipoirdk is not
existing. Furthermore the sharp line, below which very femngs were found
in the CFHT data is missing.

Part of the explanation is that we are not comparing the faltfof view
from the CFHT data with the VLT data, as this is not possibletifere are less
points for the VLT data than for the CFHT data. This might explthe missing
second condensation. It cannot explain why there are a lpbwoits with low
brightness, high line ratio in the VLT data.

As above but for region West, we find that there are very fewn{sobe-
low a line ratio of~4 and that the maximum brightness is higher. If we con-
volve the image, as above, the maximum absolute brightreeésniered to
2.6x10°°> Wm—2srl. The convolution does not change the minimum line ra-
tio.

5.1.3 Excitation temperature

With these data we may calculate the excitation temperatueetly from the
v=1-0 S(1) and ¥2-1 S(1) lines. The excitation temperature may be calcdlate
as

E,-E;

ex =
92N1
kB In uNz

whereE is the upper level energig the Boltzmann constang,the level degen-
eracy andN the column density of the upper level. The column density by
obtained from Eqn. 4.1.4. Index 1 and 2 refer (in this cas&#)@o=1-0 S(1) and

v=2-1 S(1) transitions respectively. Inserting Eqn. 4.1.4hie above equation
we find

(5.1.1)

E:-E;

kB In & 2N1

o\,
E>-E:

PA2 1111
kB In 9As Aol2

5600 K
= 0 (5.1.2)

In(1.355¢)
H, properties are given in Table 1.2. We display tkelx0 S(1) absolute bright-
ness vs. excitation temperature for both region West andhNoi=ig. 5.2.

In general the excitation temperature is higher in regiontiNthan in region
West. However for the zones of high-%-0 S(1) brightness the excitation tem-
perature is~2300 K in both regions. If this is used as excitation tempeeat
rather than the 3500 K we used previously, the estimate obttheypara ratio,
¢10 would be~7% higher. This is still well below the equilibrium value of 3

Tex =
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Figure 5.2: Brightness of thexd-0 S(1) line vs. excitation temperature for re-
gion West (left) and North (right). Data have been rebinrea third of the
original size, so theféective pixel size is’A81, slightly lower than the resolu-
tion.

5.1.4 Conclusion

Differences in absolute brightness between the two datasetbenatgributed
to differences in spatial resolution. The maitifelience is in the value of the
ratio. In the CFHT data the minimum value of the line ratig B found to be
~2 while itis~4 in the VLT data. Due to the higher spatial resolution andhbig
signaJnoise ratio in the VLT data, it would seem evident that thergamething
wrong with the CFHT data.

However, Ry is found to be significantly higher than 6 in the VLT data. This
is important, since this value is the highest possible ifatteg/para ratio is equal
to 3. If Ryp is higher than 6 it would imply that the orthgara ratio is higher than
3 (see Egn. 4.1.3). If Bis as high as 12 in region West (see Fig. 5.1) this would
imply a value of¢,q of 6.8 assuming that,, is 3500 K. If the temperature is
lowered to 1500 K¢1o would be 8.2.

Another way to visualise this is by calculating Myg) for the two upper
level populations. By choosing a=t-0 S(1) brightness of>610° Wm=2sr?!
and Ro=12 I find that In(N/g) is ~36.1 for the «1, J=2 level and~36.8 for the
v=1, J=3 state. That is, the higher the level energy, the higherxheation!

A possible explanation may be that the relative calibratibthe CFHT data
was not satisfactory. We assumed (Sect. 3.3.4) that thiarstieix is constant
between 2.1 and 22n which could add an uncertainty e1.0% to each relative
calibration. We also estimated that the total uncertaimyRg, is of the order
of 25% resulting in a combined uncertainty ©27%. This could increase the
minimum value of Ry in the CFHT data from 2 te-2.5, which is far from
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enough. At the moment I do not have an explanation for tffeminces.

With the VLT data it is possible to calculate the excitatiemperature from
the v=1-0 S(1) and ¥2-1 S(1) transitions. The excitation temperature confirms
our choice of excitation temperature in the previous Sedt. 4

5.2 2D bow shock model

As has been discussed previously, there are currently nod®bshock models
that include complex chemistry and the full set of MHD eqoiasi in a self-
consistent manner. To compensate for this, several groayes dreated 2D bow
shock models, which may then be rotated to yield 3D resul&s€& models are
made by taking a number of 1D models and aligning them alongedefined
bow structure. The input parameters of these model are euhtigough a pre-
defined algorithm. Both the shape and the variation of inpuameters can be
changed to reproduce observations.

Here we will take another approach. We will ignore the 3D e of the
bow shock and assume that it is moving in the plane of the sky&priori as-
sumption will later be verified by analysing the results frBBrmodelling (Sect.
5.3). We then cut the shock into pieces or segments. The widtie segments
corresponds to the spatial resolution, and they are aligeeplendicular to the
bow shock. We then seek to reproduce the observed propefteegh segment
by a plane-parallel shock model. We are implicitly assunttrag the curvature
of the bow shock is negligible over the width of segments. Veéethus letting
nature dictate how the preshock properties change alonggative

To illustrate this we have chosen a bow shock locaté® st and 6 south
of TCC0016 (see Fig. 5.3) itself located at'85"14£91, -0522'39/31 (J2000).
This bow shock was chosen because it is relatively isolatddhow a very well
defined morphology. The bow shock is not moving in the planthefsky, but
it was not possible to find a shock with a well-defined bow motpgy with
no radial velocity in our data. There are80 objects moving in the plane of
the sky, especially in region North, but none of them resentiolw shocks. in
region West, on the other hand, there are plenty of bow shaciksione of them
are moving in the plane of the sky. Typically the radial véipcs greater than
10-15 kmst.

In the following we will go through the method in more detalVe will
discuss the results and compare the predictions of our ntod#her indepen-
dent observations. We will also discuss the assumptiongtagid validity in
the case of this particular object. We will then compare @suits with the 3D
bow shock model described in Sect. 2.3. We choose to first detrade the 2D
method because it is easy to implement compared to a 3D madeainay be
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Figure 5.3: Finding chart for the bow shock we analyse with2idrmodel. The
map shows the VLT observations of continuum-subtractgaiission in the
v=1-0 S(0) line at 2.2am. The colourbar is in units of IBWn12sr'. Axes

are in arcseconds andrsets are given with respect to TCC0016. The box, which
is magnified in the inset, shows the bow shock we are analysing

used for other objects which are not necessarily bow-shapbkd results from
the 2D modelling will serve as an initial guess for the 3D nitidg. Finally we
will do a similar analysis for another nearby object.

5.2.1 Results and 2D model description

We choose to limit this section to the description of one bback in our field

of view. This object is located 26 W and & S of TCC0016, our positional
reference point (0851491, —052239/31; J2000). The object is shown in
the inset in Fig. 5.3 in ¥1-0 S(0) emission. The peak brightness in the strong
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v=1-0 S(1) line is (2.060.09)x10°° W m=—2sr!, whereas it is 3.3 times lower in
the v=1-0 S(0) line and 5.6 times lower in the-2-1 S(1) line.

This object has previously been described in Kristensemn. é2@07a) (la-
belled object 3; see Chap. 4) and Nissen et al. (2007) (edb&HU3). In Kris-
tensen et al., it was found that a shock with veloeiBs—40 km st and preshock
density~10° cm3 could reproduce the line brightness of thelv0 S(1) and
v=1-0 S(0) B lines. In that analysis the shock width was also used as an ob-
servational constraint. The shock width was obtained frd@OBE/LT/NACO
observations where the spatial resolution was 80mas (Laeahal. 2004).

Using the GriF FP interferometer on CFHT Nissen et al. (200@asured
radial velocities of H emitting in the +1-0 S(1) line. They measured a
peak radial velocity of —36 knT$, that is, the object is moving towards us at
36+1 km st with respect to the ambient medium. Recent proper motiogiasu
performed by Cunningham (2006) indicate that this objestayaroper motion of
41 kms'+25 kms?. The full 3D velocity of this object is ther55+25 km st
and the angle with respect to the plane of the sky46°+27°. We acknowledge
that the shock is not moving in the plane of the sky, but forrtftement we are
ignoring this. Later, in Sect. 5.2.3, we will discuss tlkeet of this, and we will
return to it when trying to reproduce observations with a 30ded in Sect. 5.3.

Using a single parabolic curve we determine the positioneatmgbe 235.
This angle has been determined by rotating the shock in sfegisand fitting a
single parabola to the location of the peaks in brightnesscaiculatingy?. At
an angle of 235we find a minimum iny? and we choose this as our position
angle. We also tried fitting the bow with a rotated parabolaere the rotation
angle is another free parameter. This gives a position aff@é0+12°. In Sect.
5.2.2 and 5.2.2 we refine this choice.

This is higher than the position angle given by Cunningha@9@) of 184
and of Nissen et al. (2007) (221 The position angle given in Nissen et al. is
very close to the position angle towards radio source | amgicgon (223) both
likely candidates as the source of the outflow (Nissen etdl72and references
therein). Given the uncertainty of our methaell(°) and the uncertainty in the
angle determined by Nissen et al=X() there is no significant disagreement.
Based on the data given in Cunningham we estimate thatdhentertainty is
of the order of~55°. Thus our result for the position angle is within the error
bars of that of Cunningham (2006).

In the bow shock we seek to reproduce line emission propedieng the
bow thus predicting physical conditions along the bow. Wehieby slicing the
bow into 9 segments shown in Fig. 5.4, with a width correspagtb the reso-
lution (0/15 ~ 70 AU). We align each of the segments so they are perpendicula
to the bow front. In order to define the bow shape we have chtséihtwo
parabolic curves to the points of maximum brigtness aloegittw, one for each
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] I Fig. 5.3. We have labelled seg-
1 [ ments 1 and 9 for easy identifi-
6.0 - cation. The arrow shows a posi-
] I tion angle of 235and the length
corresponds to 150 AU.
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side of the bow. We fit each side of the brightest pixel in the laath a different
parabolic curve as the object is slightly asymmetric. Theifian angles of the
individual segments as obtained from the parabolic curkeisted in Table 5.1.

We now average the segments in the direction perpendicuitiret bow to
increase the @l ratio. For each segment along the bow we obtain a brightness
profile perpendicular to the bow (see Fig. 5.5). This is dameafl of the three
H, rovibrational lines. For each of the three brightness peefive now mea-
sure the FWHM. We then average the brightness over the FWHikeoprofile.
FWHM is chosen because it does not depend on the noise legelth& seg-
ments analysed here, the FWHM is always measured well abevedise level,
which is also clear from Fig. 5.5.

For each segment we thus have 6 observational constraints:

e FWHM measurements of emission perpendicular to the bowlerfdr
each of the 3 lines.
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Figure 5.5: Intensity cuts through the bow of the v1-0 S(1) (black), ¥1-0

S(0) (red) and #2-1 S(1) (blue) lines in each segment. Distances are given in
AU and the zero point is the location of the brightness maximuarhis point
does not change significantly for the other two lines. Negalistances indicate
that this brightness is outside the bow, while positiveafists are inside. The
number in each profile refers to the segment number (see HY. 5
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Table 5.1: Characteristics of the 9 segments of the bow bbfescribed in the
text and displayed in Fig. 5.4. Brightness is averaged oaeh segment and is
given in units of 16° Wn12sr' and FWHM perpendicular to the bow surface
in units of AU. The uncertainties s given are ir.

Seg. p.a. Brightness (1OW m—2sr?) FWHM (AU)
1-0S(1) 1-0S(0) 2-1S(1) 1-0S(1) 1-0S(0) 2-1S(1)

188 0.86+0.03 0.320.02 0.180.01 13G:30 10Q:60 8Q:70
202 1.24:0.04 0.440.02 0.280.02 16G-20 130G:40 12Q:50
22T 1.55:0.05 0.5@0.02 0.320.02 19@&15 170G:20 14Q:40
243 1.57~0.05 0.530.02 0.290.02 18&15 16020 14Q:40
24T 1.42+0.05 0.450.02 0.260.01 21@&15 160:20 18Q:30
247 1.32:0.04 0.440.02 0.240.01 20G-15 130G:20 16030
253 1.05:0.04 0.4%0.02 0.2%0.02 20@-20 120G:40 16040
259 0.840.03 0.340.02 0.160.01 21@25 140650 17@:50
264 0.70:0.03 0.280.02 0.1%0.01 23@30 11G:60 15Q:60

O©oOoO~NOOUITE,WNPE

e line brightness of the Klines v=1-0 S(1), +1-0 S(0) and ¥2-1 S(1)
averaged over the FWHM of the bow profile.

In Fig. 5.4 we display the location and extent of each segmaedtin Table
5.1 we list the 6 observational constraints for the segmamiiswve display them
in Fig. 5.6 and 5.7. For the moment we have chosen not to iedluel velocity
as an observational constraint for the following reason. d&enot know how
the proper motion changes along the bow. Thus we only knoypéiad or apex
velocity. In order to use the velocity as a constraint it vebloidve been necessary
to have detailed information of the measured 3D velocitiesgthe bow and to
take the inclination of the shock into account.

As can be seen from VLT images in these observations and tikseombe
et al. (2004), the object is elongated along the directiomofion (Cunningham
2006) near the centre. This can be seen as a secondary lesglgaak slightly
downstream around 50 AU in segments 3—6 in Fig. 5.5. The agparbetween
the two centres of brightness+4$%5 AU (012) which is comparable to our reso-
lution. The position angle between the twe-B06°+20°. This is consistent with
the position angle determined here as well as the positigieadetermined in
the proper motion studies by Cunningham (2006) and radialcity measure-
ments by Nissen et al. (2007). This secondary brightnesshaalue to a Mach
disk. For the moment we choose to ignore this, but we willneto it in Sect.
5.2.3.
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Figure 5.6: Brightness integrated over the FWHM along the bar the three
lines v=1-0 S(1) (black), ¥1-0 S(0) (red) and %2-1 S(1) (blue) in each seg-
ment. Error bars showsd uncertainties.
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Figure 5.7: The FWHM of K emission for the three lines=1-0 S(1) (black),
v=1-0 S(0) (red) and ¥2-1 S(1) (blue) in each segment. The dotted line at 70
AU shows the spatial resolution (see text). Errorbars showuficertainties.
Points representing=4-0 S(0) and ¥2-1 S(1) widths have been shifted hori-
zontally by 0.1 and 0.2 respectively so as to clearly sepate error bars.
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5.2.2 Shock model
C- versus J-type shock

In the following we will only consider C-type shocks and {pdyshocks with
magnetic precursors for the following two reasons.

(i) The main reason is that FWHM of the,lémission in the dferent seg-
ments is observed to bhel00 AU. In J-type shocks this is impossible to repro-
duce, even with a weak component of the transverse magnatiqKristensen
et al. 2007, in preparation). The width is however readijyroeluced by C-type
shock models, where widths between 1 aneglA0 can be achieved, depending
on initial conditions.

(i) [Fell] emission at the heart of OMCL1 is primarily observedward well-
known HH-objects such as HH208 (Schultz et al. 1999) and then(ullets
(e.g. Allen & Burton 1993). For the object we examine here[Fell] emission
has been observed (Takami et al. 2002). Therefore it isylikeht the shock
observed is not dissociative (Kristensen et al. 2007 in gnegpon). Given the
relatively high velocity £40-60 km st; Cunningham 2006; Nissen et al. 2007)
J-type shocks are fully dissociative and we would expectighbress of the
strong [Fell] line at 1.257m of ~10~7 Wm=2sr? (Kristensen et al. 2007, in
preparation) which is above the noise limit of Takami et 2002). In a C-type
shock very little [Fell] emission is predicted (i.e. lesath10® Wm=—2sr?)
along with very little or no H dissociation.

We do not exclude the existence of J-type shocks in OMC1. Asphne-
viously been shown (e.g. Brand et al. 1988, 1989a; Moorhetis¢ 1990) H
excitation of the ¥3 and 4 levels cannot be reproduced by C-type shock models.
Therefore part of the excitation mechanism is due to PDRtattanh and J-type
shocks. For this particular object emission arising fromRRD-type shocks is
probably weak. At this stage we do not rule out that there meagirbadditional
J-type component in the observed (C-type) shock. If suchmgoment exists, it
would be located close to the apex (see Sect. 5.2.3).

Reproduction of observations

We will now attempt to reproduce the observed propertigge(brightness and
width) for all segments of the object. We do this by fitting ang parallel C-
type shock model to each segment. We are interested in aiamlues for
the preshock density, shock velocity, transverse magfiet@ strength and the
value of the initial B orthgpara 0/ p) ratio.

To reproduce the observed brightness we have extracteditiigress and
width from the models in the same manner as in the obsenatidhat is, for
every 1D shock model we have calculated the brightness @roffieach of our
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H, lines as a function of distance along the shock. We have medshe spatial
extent of the FWHM of our emissivity profile and we use this tanpare with
our observed FWHM. The emissivity profile is then integratedr the FWHM
to yield the brightness. In this last step, we are implicagsuming that the
average depth in the line of sight of the shock in each segmeatmparable to
the FWHM given in Table 5.1, columns 6, 7 and 8.

Values corresponding to the six observational constrdthtee line bright-
ness and three widths) were extracted from the models andsevayf analysis
to determine how well individual models reproduce the obstons. For each

model we thus caIcuIat,eZ_l > (XObem"de' where n is the number of obser-
vational constraints (i.e. SIX)(()bS and Xmodel refer to observed and modelled
property respectively angysis the observed uncertainty. These are all given in
Table 5.1.

For each segment we list the best fit models with correspgncmfidence
intervals in Table 5.2 and show our results in Fig. 5.8. Tiseilts are as follows:

e The shock speed decreases freBD km s? at the apex te-40 kms*t in
the southern wing (segment 1, Fig. 5.4) as@b kms? in the northern
wing (segment 9, Fig. 5.4).

e The magnetic scaling factdrvaries from~6.0 at the apex te-3.5 in the
southern wing and te 3.0 in the northern wing.

e The density is constant ax&0® cm 3,

e The initial o/p ratio does not change from 3. This is the value thip
ratio is expected to have at high temperatures (i.e. gréaaer300 K).

This result is very similar to that obtained by Draine & Rai(1982). Here the
authors find a shock velocity 6f38 km s, preshock density>?10° cm™2 and a
transverse magnetic field strength of 1.5 mGauss (correspgiob=1.8). They
obtain this result by fitting one of the first C-type shock miede observations
of H,, CO, OH, Ol and Cl emission from Peak 1.

In Fig. 2.12 we showed the local brightness profile of te&+0 S(1) line as
well as the kinetic temperature profile. This is shown forti&del correspond-
ing to the best fit model of segment 3, which is the segmentioing the apex
of the shock. The figure shows that thel*0 S(1) FWHM is 97 AU, that is
the width is underestimated by 51% (the observed FWHM is 190s&e Table
5.1). The total size of the Hemitting zone corresponds very well to the zone
in which the kinetic temperature is greater than 1000 K. Tikhe sf this zone is
216 AU. The time to reach steady-state at 50 K is 120 years.

We now discuss what can be learned from these results.
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Table 5.2: Input parameters of the models which best rem@dibservations.
Results (confidence intervals) are listed for each segnseetftig. 5.4).

Seg. Preshock Shock b 0/ Pini
density (cn®) velocity (kms?)
1 5x10° (5x10°-10) 38 (29-39) 3.5(2.0-4.5) 3.00(0.01-3.0)
2 5x10° (5x10°-10F) 42 (37-45) 4.0 (3.0-6.5) 3.00(2.0-3.0)
3 5x10° (5x10°-10F) 49 (41-50) 6.0 (4.5-8.5) 3.00(2.0-3.0)
4 5x10° (5x10°-1CF) 47 (40-50) 5.0 (4.0-8.0) 3.00(2.0-3.0)
5 5x10° (5x10°-10) 46 (39-49) 5.0 (4.0-8.0) 3.00(2.0-3.0)
6 5x10° (5x10°-10F) 44 (39-45) 4.5 (3.5-6.5) 3.00 (2.0-3.0)
7 5x10° (5x10°-10F) 41 (36—43) 4.0 (2.5-5.0) 3.00(2.0-3.0)
8 5x10° (5x10°-10F) 38 (37-42) 3.5(3.0-6.5) 3.00(2.0-3.0)
9  5x10° (5x10°-5x10P) 35 (32-39) 3.0(2.0-4.5) 3.00(0.01-3.0)
Shock velocity

It is possible to compare our predicted peak velocity to tleasured 3D veloc-
ity. The measured 3D velocity is55 kms?! + 25 kms? (Nissen et al. 2007;
Cunningham 2006) and we predict a shock velocity 50 km s*. Thus there is
good agreement between our results. Furthermore we prediethe velocity
will change along the bow as illustrated in Fig. 5.8.

If the bow shape remains steady over time, the shock velpeitgendicular

to the bow surface should vary along the bow as

v, = v X COS(Pa- pPay)

(5.2.1)

whereyg is the maximum velocity, pa the position angle of the givegnsent and
p& the position angle of the shock. In Fig. 5.9 we show the vglammponent
perpendicular to the surface and the best fit results of E2J15As a result we
find that the position angle for the bow shock is 22% and that the maximum
velocity is 47 kms!+2 kmst. The position angle is in agreement with other
position angles as discussed in Sect. 5.2.1.

With future high spatial resolution observations of thigeatb it should be
possible to observe the proper motion of the individual sexgis If the shock is
moving at an angle of40° with respect to the plane of the sky, then at a spatial
resolution of~0’15 it should be possible to resolve théfdiential motion over
a period of 13 years.



5.2 2D bow shock model 131

0.00 0.50 1.00 1.50 2.00

—+07] lvllo km /s I

Figure 5.8: Velocity variations
along the bow superposed on an
] , image of the bow shock as ob-
—5.07 i served in w1-0 S(1). Coordi-

] i nates and colour bar are as in
Fig. 5.4. The lengths of the

=5.57 i arrows are scaled with velocity
and the arrow in the top left cor-
1 [ ner has a length corresponding
~6.0 - - to 40 km s?.

\ \ \ \
—-19.5 —20.0 —-20.5 —-21.0

Transverse magnetic field

If we assume that the magnetic field is uniform, we may dedbeepbsition
angle, pa. The position angle is determined in much the same way asahe p
sition angle of the shock above. Quantitatively we complaeechanges in the
magnetic field tangential to the bow with a simple model where

by = bo % cos[(pa+ 7/2) - pg;] = bo X [sin(pa- pa)| (5.2.2)

as in Eq. 5.2.1. Herpy is the maximum value of the magnetic scaling factor,
(patr/2) is the position angle of the local tangent to the bow serfatd pa is
the position angle of the ambient magnetic field. This is showFig. 5.10.

With this model we find thahy=4.8+0.7 and pg is 133+16°. Observations
of polarized light in the region (e.g. Hough et al. 1986; Glustomou et al.
1994; Simpson et al. 2006; Tamura et al. 2006) indicate tleatiagnetic field
has a position angle ef140°. The position angle of our shock was determined to
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Figure 5.9: The shock velocity perpendicular to the bow, fasation of position
angle. The curve shows the best-fit solution to Eqn. 5.2.1.
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Figure 5.10: The magnetic scaling factpras a function of position angle. The
curve shows the best-fit solution to Eq. 5.2.2.
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225+9° above. Therefore conclude that the magnetic field is orgetetegential
to the apex.

The predicted magnetic field strength~i8.4+0.5 mGauss at the apex. This
value may be compared with magnetic fields derived from olagiems made
by Norris (1984), (Chrysostomou et al. 1994) and Crutchex .e1999). They
find that the magnetic field near IRc2+48 mGauss (Norris 1984) and that north
of IRc2 it is ~0.3 mGauss (Crutcher et al. 1999). Both of these are line-of-
sight estimates. Chrysostomou et al. (1994) estimate tlymeta field strength
by estimating the Alfvén velocityy, from the dispersion of the position an-
gle of the polarization vectors. The Alfvén velocity is appimately equal to
bx1.5 kms?!. Based on this they estimate tHat10 which is consistent with
our results.

Density

We do not predict that the preshock density changes alongahe This indi-
cates that the medium here is not clumpy on scales of the sthésdow shock
(~600 AU), or that the density variations in the medium aréisiently small
that they cannot be detected here.

Initial ortho /para ratio

The initial o/ p ratio is in all segments equal to 3. In Kristensen et al. (2)07
the initial o/ p ratio could not be determined although observations sugdets
is lower than the high temperature equilibrium value of 3wé lock the initial
o/p ratio in oury? analysis, we find that the value gf change by less than 5%
no matter what the initiad/ p ratio is. This implies that for our observations we
cannot determine the initial/ p ratio.

5.2.3 Discussion of sources of error

For the above modelling there are four main sources of efifoese sources are
as follows:

e Geometrical #ects: We ignore the inclination of the shock and the depth
of emission.

¢ We do not consider photo-excitation by the massive 06 gtéxi C, lo-
cated in the Trapezium at a projected distance@fL3pc ¢27 000 AU).

e There may be a possible Mach disk located behind the apexedidtv.
This is not included in our analysis.
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e At the apex there may be an additional J-type shock compamieich is
not spatially resolved in our observations.

Geometrical dfects

The main assumption in constructing the 2D model is that bjeab is observed
suficiently edge-on that we can ignore the true inclination & tibject with
respect to the plane of the sky. As seen in Sect. 5.2.1 thaldotlination of
the object is~40° with respect to the plane of the sky. Assuming that the width
scales with sim, wherei is the inclination angle, the width may be overestimated
by ~25%. This is about twice the observational uncertainty ferwidth in the
strong \=1-0 S(1) line and smaller in the two other weaker lines.

If the width is smaller, then we would have overestimatedmeshock den-
sity and underestimated the transverse magnetic fieldgtremd shock velocity
(Kristensen et al. 2007, in preparation). Based on obsenatit is unlikely that
the transverse magnetic field is higher (Norris 1984). Thoper velocity of the
object is~55 kms?, whereas we predict 49 km's For a shock with veloc-
ity 55 km s?, preshock density>610° cm™ and magnetic scaling factbe=6.0,
the FWHM of the local emission of thexl-0 S(1) line is~100 AU below the
observed width o+150 AU.

If the density is lowered to Pocm3, the FWHM of the «1-0 S(1) line is
~400 AU, or more than twice the observed FWHM of the line. Itislgably
possible to fine tune the input parameters, but that wouldire@ grid of shock
models with a higher resolution than we used.

The PDR created byg*Ori C

As shown by Kristensen et al. (2003) the PDR generated®yi C in the neigh-
bouring Peak 2 (south-east of BN) has #lieet of the order of 10-15% in bright
objects. We reexamine this here for the shock analyzed iprimgent work. We
compare our results with those of the “Meudon PDR code” (Li& Beal. 2006).

For a density of x10° cm™ and a radiation field of the order of 1imes the
standard interstellar field (Draine 1978), the PDR modegsljot a brightness in
v=1-0 S(1) more than an order of magnitude lower than obserizzén if the
density is increased to $@m it is impossible to reproduce the=¢-0 S(1)
brightness. We therefore conclude that if there is a coutidm from 6Ori C
then it must be less than 10% of thed0 S(1) brightness and we may ignore
it. The v=1-0 S(0) brightness would bétacted in a similar manner.

This is in agreement with the contribution estimated in temsen et al.
(2003). It should be noted here that the uncertainty of thghtmess is of the
order of ~3-10%, reddening apart. Lowering the brightness-i{)% would
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Figure 5.11: w2-1 S(1)/v=1-0
S(1) line ratio in object 3. Co-
ordinates are given with respect
to TCCO0016 and the colour bar
is for the ratio. Contours are for
v=1-0 S(1) absolute brightness.
Contour levels are at 0.5, 1.0,
1.5and 2.810° Wnmr?srt.
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imply that we are overestimating the preshock density andlskelocity while
underestimating the transverse magnetic field.

However, the ¥2-1 S(1) brightness is usually more sensitive to theas
of a possible PDR. Again according to the “Meudon PDR code&’Retit et al.
2006) the v2-1 S(1)/ v=1-0 S(1) line ratio is-0.2 for the above described initial
conditions. In Fig. 5.11 we display this line ratio for ourjett. We see that the
observed line ratio is in agreement with the PDR model ptextis. However, as
the absolute ¥1-0 S(1) line brightness predicted is an order of magnitodest
than observed, so is the-2-1 S(1) brightness. Therefore even in the2vl S(1)
line the PDR contribution is less than or equal to 10%, andgmerie it.

Existence of Mach disk

Behind the apex of the bow shock there is a small clump of tigigmitting
gas. The distance between this clump and the apef3. It is at this location
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that Nissen et al. (2007) observes a peak in radial veloditye brightness is
~1.5x10° Wm=2sr? on average. This may be a Mach disk, but at present
we do not have observational data withfstient spatial resolution to support
this. This qualitative fect is not included in the shock models. Thus we are
possibly overestimating the width of the shock, partidylar the central parts
(i.e. segments 3-6, see Fig. 5.5). The results would therdfe of the same
order of magnitude as discussed previously in this section.

J-type shock component of the bow shock

We have assumed that we are observing a shock in steady-ttatere is a
non steady-state component of the shock, this will show ua &gype shock
component (Chiéze et al. 1998; Lésa et al. 2004). Non steady-state shocks
are typically seen if the dynamical age of the shock is sindhizn the steady-
state age.

The projected distance between this object and the possiitllew source,
radio source | (e.g. Menten & Reid 1995; Greenhill et al. 20(Missen et al.
2007), is~47 mpc (10 AU). At a velocity of ~50 km s? the dynamical age is
>1000 yrs consistent with the dynamical age of the Orion ksi{leee & Burton
2000; Doi et al. 2002). This may be compared to the steadg-8taescale for a
shock with preshock densityA0° cm3, shock velocity 50 kms and magnetic
scaling factorb=6.0 which is~120 yrs (see Sect. 2.2.2 for the definition of
steady-state age).

Because the dynamical age is an order of mangitude greaterthie steady-
state timescale, we conclude that it is unlikely there is i steady-state com-
ponent of the shock. If the width of the shock is decreasediéxsissed above),
the time required to reach steady state is shorter, strengty the argument that
the shock is a steady-state shock.

5.2.4 Concluding remarks

We have analysed a single bow shock located in OMCL1 in de@ile of the
most important observational results is that we resolventiaith of the shock,
providing evidence that the shock is a C-type shock.

We have introduced a more sophisticated means of reproglotiservations
of bow shocks observed at high spatial resolution. This nethod allows us
in the example considered to predict a peak velocity of the bbock which
is in very good agreement with results from radial velocity groper motion
observations. Furthermore our predictions of the direcaod strength of the
magnetic field are consistent with independent estimatbssd include obser-
vations which analyse the line-of-sight component of thgmesic field and the
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total magnetic field as well as polarization observationthefregion. Our pre-
diction of how the magnetic field strength changes along tiveib in agreement
with a simple geometrical model, where the apex is moving@edicular to the
magnetic field.

The data we have for most of the central part of OMC1 show thabuld
be possible to apply this new method on numerous objectshndppear to be
caused by shocks. The main requirement is that the shocksnawang close
to the plane of the sky. Preliminary results from 3D modellshows that this
requirement is fulfilled when the angle with respect to trenpl of the sky is less
than 50 (Ravkilde et al. 2007, see below). Shocks moving along the-df-
sight are naturally not suitable candidates.

5.3 Comparison with 3D bow shock model - a first
iteration

In this section we will use the best-fit results from the poes section as input
parameters in the 3D model described in Sect. 2.3. We will ate the shape
defined by the object. We do this as a first attempt to compa&ih model

with the 3D model. Later (currently a work in progress and megorted here)
we intend to refine the 3D modelling to reproduce the obsemat

5.3.1 Model input

We first of all assume that the preshock density is uniform laasl a value of
5x10° cm 2 as suggested by the best-fit model (Table 5.2 and discusSztin
5.2.2). We then assume that the magnetic field configurasi@s idiscussed in
Sect. 5.2.2. That is, we assume that the magnetic field isumi&ind oriented
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tangential to the apex. We set the magnetic scaling factbrd.0 at the apex
and vary it with position angle as shown in Eqn. 5.2.2. We &b&sp the initial
orthgpara ratio equal to 3 everywhere. We set the 2D shape of thedbe/the
shape of the northern wing. Itis given as (see also Eqn. R2.3.1

z=122x1073r2AU, (5.3.1)

where the vertex is the apex.

For this object the results show thgtchanges linearly witlh, when mov-
ing along the bow, so that an increasebjnby 1 leads to an increase in by
~6 kms?. This is shown in Fig. 5.12 for all 9 segments.

When doing the 3D modelling we have chosen to regrid our moskllts
onto a cube with a pixel size of 4 AU. At the distance of OMC1 6D4oc
this corresponds to approximately one third of the pixekdiz the observa-
tions (12.4 AU). The total size of the cube is(ny, n,)=(350,350,150) pix-
els=(1400,1400,600) AU.

5.3.2 Model results

Assuming that the inclination with respect to the plane efsky is~40° (Cun-
ningham 2006; Nissen et al. 2007) we show the projected 3Ddtmek in Fig.
5.13. In Table 5.3 we summarize the properties of the 3D madélcompare
them to observations. Here we only show results concerriagapex, that is
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Table 5.3: Comparison of 3D model results and observatidfeshere show the
observed properties of the apex, that is the point of maxinbaightness and
compare them to the 3D results also from the apex.

Property Observation 3D model
Brightness, ¥1-0 S(1) (16°Wm™sr!)  2.06:0.09 60.0
Brightness, ¥1-0 S(0) (16°Wm=—sr!)  0.75:0.06 12.7
Brightness, ¥2-1 S(1) (16°Wm=—sr!)  0.43:0.04 5.0
FWHM, v=1-0 S(1) (AU) 18@-15 120
FWHM, v=1-0 S(0) (AU) 16@-20 120
FWHM, v=2-1 S(1) (AU) 14@:40 100

the point of peak brightness in the-%-0 S(1) line. In the following we will go
through the results from this modelling.

Inclination

In Fig. 5.14 we show the/1-0 S(0) emission as a function of inclination angle,
Y between 90 (the shock is moving in the plane of the sky) and {tbe shock

is moving almost along the line of sight). Qualitatively ttiéference is very
small for inclinations between 3@nd 90. The dttference in peak brightness is
~18% betweeny=90° and 50. Thus we shova posteriori that the dependence
on inclination angle is diiciently small, that we may consider that the shock is
moving in the plane of the sky if the inclination angle is gezahan 50. It is
important to note, that it is not a general conclusion, anchasxe only verified

it for this particular 3D model.

Brightness

As can be seen from Table 5.3 the model is overestimating tighthess of
the v=1-0 S(1) line by a factor of 30! For the other two lines the htigess
is overestimated by a factor of 17 and 12, respectively. @hegh factors are
somewhat surprising and it is of course interesting to ustded the origin of
this difference.

One of the assumptions of the 2D modelling was, that the dgbdimg the
line of sight) is equal to the observed width (projected othte plane of the
sky). With the 3D models it is possible to verify this hypatlse In order to
guantify the depth, we will be using the number of points Witk-1000 K as a
measure. In general it is not possible to define a FWHM aloaditie of sight,
as there may be a peak in emission both from the side of thekdhomg us,
and the side facing away from us. Moreover, in constructirg3D model we
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Figure 5.14: 3D model result as a function of inclination. \eplay H
v=1-0 S(0) emission. Axes are in units of*@m, the colour bar is in units
of 10° Wm 2 sr. The colour scale is kept constant for each figure. Inclorati
anglesy are indicated in the lower left corner. The position of thejected apex
Is marked with a grey cross.

limited ourselves to points witlfi >1000 K as it is at these temperaturesisi
rovibrationally excited (see Sect. 2.3). In Fig. 5.15 wewglibe number of
points as a function of spatial coordinates. In particularfind that the number
of points withT > 1000 K is 231 at the apex corresponding to 918 AU. This



5.3 Comparison with 3D bow shock model - a first iteration 141

0 57 115 173 231

250 ] I Figure 5.15: The number of points
200 1 - with T>1000 K for the bow shock
150 { . model in Fig. 5.13. Axes are in pix-
1 . els. The projection is smoothed by a
1007 - 5 x5 pixels moving boxcar average.
50 | | The size of the boxcar is indicated by
o] 50° thesmall black square in the lower left

T corner. The colour bar represents the
O 50 100150200250 500550 number of points with ¥1000 K.

is ~5—6 times the observed FWHM, which i€180-190 AU at the apex for
the v=1-0 S(1) line and~160-170 AU and~140 AU for the +1-0 S(0) and
v=2-1 S(1) lines, respectively. Thus we are under-estimatiegdepth of the
emitting gas by assuming that it is equal to the observed FWHM

If we integrate the brightness over the entire length of theck instead of
the FWHM of the predicted local brightness profile, the mdatghtness would
be increased sindewnm < lotas Wherelpwnw is the brightness integrated over
the FWHM andly the total brightness. If we udgy, instead oflpyym the
shock velocity and density would have been over-estimatbde the magnetic
scaling factor would have been under-estimated.

To quantify this éfect we made a new 3D model with the same shock velocity
and transverse magnetic field strength, but a preshocktgtlerfsix10° cm,
The new model predicts a peak brightness dfox10-> W m=2sr* for the v=1-
0 S(1) H line which is comparable to observationsl(55<10-°> W m~2 srt) but
with a projected FWHM 0f450 AU.

We suspect that the reason the brightness in the original 8Deinis 30
times higher than the observed value is due tofiingent resolution of the grid
of models with respect to preshock density. As we have shawrtan lower the
brightness substantially by reducing the preshock dendiwywever, when doing
S0, we are increasing the projected FWHM. We now need to athesinput
parameters to reproduce observations and this is currantigrk in progress.
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line), v=1-0 S(0) (dashed line) and
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Width of the shock

Here we will discuss the predicted shock width from the 3D silbolg. When
discussing the shock width in this section, we will distirgjubetween the pre-
dicted width (the FWHM of the blemission as would appear projected onto the
plane sky) and the observed width (that is the observed FWHKgse widths
are given in Table 5.3 for easy comparison.

The predicted brightness profiles at the apex are shownvelateach other
in Fig. 5.16. These cuts have been made at the position tedidsy the grey
vertical line in Fig. 5.13. The prominent tail of the brigless profile reminds
us, that we must be careful in blindly accepting the obsewiglth as a solid
parameter when fitting 1D models. This may be a major soureerof if care
is not taken to ensure that the overall shape of the brightpesiles are similar.

Mach Disk

As discussed above, we observe and resolve a small objectlgibehind the
apex of the bow shock (Sect. 5.2.3). We speculated abovehisamay be a
Mach disk. The projection maps of the initial 3D model of abj@ show a clear
inability to reproduce this observed secondary objectsTrdicates that it is not
a natural feature of a pure bow shock, but an independentpkijels supporting
the conclusion that the observed object is a Mach disk. Aréuapproach would
be to include a Mach disk in the model and see if it is possibleproduce this
secondary object.

5.3.3 Sources of Error

There exists some sources of error in our model which we addrelow.

e The parameters for the present 3D model of object 3 was dkusig the
2D cross section brightness profile fitting method discussele previ-
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ous Sect. 5.2. Hence, any sources of error that apply toelchhtque of
modelling are inherent in the current version of the 3D bowdeioHow-
ever, those parameters were only intended as initial gg¢saewe should
not pick them in the blind, and as initial guesses they hawkegwell.

e The resolution of the grid of 1D models is found lacking widspect to
preshock densityy, consequently causing us to overestimate the bright-
nesses produced with the found FWHMs. It is probably posdibifine
tune the parameters using a grid of higher resolution. Hewealculating
a grid with a resolution an order higher than the present douhke the
number of models in the grid reaefi.5 million, requiring a vast comput-
ing time (more than-20 years using present day computers). However it
is of course possible to expand the grid locally around aiptessolution
to see if there are better solutions.

e We are only considering the emission where the temperafuhemeutral
species is higher than 1000 K. This is most significant forckkavith a
high transverse magnetic field strength. However, theceis to underes-
timate the brightness which we do not. We note here, thatfteetevould
typically be much less than 1% at the orders of the paramersed for
object 3 in Fig. 5.13.

e The emission through the volume of the bow shock as well ad/theh
disk creates a prominent tail on the brightness profile inmgjythat we
may overestimate the FWHM. Therefore, the FWHM of the observ
brightness profile should be seen as an upper limit.

5.3.4 Next iteration

To close in on the true parameters of object 3, the next stepdize to examine
in greater detail the importance of the number of points WitH1000 K. Fur-

thermore it will be necessary to see how fast the brightnesggand the width
decreases when going from a preshock density 8th®> to 5x10° cm3,

As this is done for object 3 treated here and possibly a fewrdibw shocks,
we expect to be able to draw parallels from one case to the gtbeing further
knowledge of the pros and cons of this technique. Ultimatedymay be able to
use it at as an interpretation tool in complex and violenaareuch as most of
the Orion Molecular Cloud or where, for example, 3D shocloggles are not
available.
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2.0 r Figure 5.17: Continuum-

] i Subtracted image of object 1
shown in =1-0 S(1) emission.
Boxes show location and extent
of the 11 segments. Segments
1 and 11 are marked for iden-
tification.  The arrow has a
position angle of 220 and a
length corresponding to 150
AU. Coordinates are relative
to TCC0016 and the colour
bar is for brightness in units of
105 Wm?2srt.
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5.4 2D bow shock model of object 1

A similar analysis, but without the 3D modelling, was done ddifferent ob-
jectt. Object 1 as it has been labelled in Fig. 4.4 is qualitativéfferent from
object 3. The morphology is more clumpy and irregular butgbsition angle
is almost the same, and it is found very close to object 3. Tdak@bsolute
brightness is similar with a brightness of (1:9B09)x10°> W m=2sr'. Object
lis shownin Fig. 5.17 in¥1-0 S(1) emission.

Here we will briefly go through the results obtained for thigext and the
conclusions. We will follow the exact same procedure as éfevious section
but will be more focused towards the results here.

5.4.1 Observational results

This object is slightly more extended than object 3 and se fidssible to cut
it into 11 segments rather than 9. The object is very symigadtand it was
possible to fit a single parabolic curve to the shape of the. bbhis gives a
position angle of 22G:15°. From Cunningham (2006) the position angle is
243 and from Nissen et al. (2007) it is 239These two authors find a proper

10. Venot, a & year predoc student at the Université de Cergy-Pontoisethi work in
May and June 2007 under my supervision
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Table 5.4: Characteristics of the 11 segments of object tribesl in the text
and displayed in Fig. 5.17. Brightness is given in units oPM n? srt and
FWHM perpendicular to the bow surface in units of AU. The utaetieso s

given are tr.

Seqg.

p.a.

Brightness (10W m—2sr?)

1-0 S(1)

1-0 S(0)

2-1 S(1)

1-0S(1) 1-0S(0) 2-1 S(1)

FWHM (AU)

142
144
142
15T
163
216
274
288
293
296
298

e
Phoo~NouhwNE

1.20£0.03
1.33t0.04
1.38+0.05
1.44+0.05
1.57+0.05
1.31+0.04
1.47£0.04
1.46+0.03
1.37+0.03
1.35+0.03
1.08£0.03

0.3&0.02
0.4@0.02
0.440.02
0.5&0.02
0.64:0.02
0.520.02
0.66:0.02
0.530.02
0.44:0.02
0.5@0.02
0.330.02

0.1%0.01
0.16:0.02
0.2@:0.02
0.250.02
0.310.01
0.26:0.01
0.3%0.02
0.240.01
0.120.01
0.180.01
0.140.01

18@-30
18@:20
9@:15
13@15
29@15
31@&15
21@20
2025
10G-30
14@-30
12@-:30

17660
80t40
7G£20

10G:20

230:20

14G:20

16Gt40
80t50
90G£60
12G:60
17660

18G:70
20£50
30+40
20t40
18G:30
16G:30
13G:40
11G:50
640:60
16G:60
40:60

motion of 19 km s and radial velocity of 18 km3 respectively, resulting in a
3D velocity of ~26 km st and an angle with respect to the plane of the sky of

43,

The observed constraints for each segment are listed ire Eladl They are
as for object 3 the FWHM of the bow shock measured perperafitolthe bow
surface and the brightness ia¥-0 S(1), w1-0 S(0) and ¥2-1 S(1) integrated
over the FWHM.

We note here that because the opening angle of the shockyishaemow
compared to the opening angle of object 3 it is not possiblagasure directly
the FWHM in segments 4 to 8. Therefore we measured the hathveitihalf
maximum (HFHM) and multiplied it by two.

5.4.2 2D model reproduction

We reproduce the results of each segment byythenethod described above.
Results are listed in Table 5.5. Even though results do nmapas continuous
as for object 3, they do show the same order of magnitude mgeaf input

parameters. It is not surprising that the variations areenqpwonounced in this
object as it is more clumpy in nature than object 3. In theofwlhg we will

discuss what can be learned from the input parameters in thectame fashion
as was done in Sect. 5.2.2.
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Table 5.5: Input parameters of the models which best rem®dbservations of

object 1. Results (confidence intervals) are listed for esgfment.

Seg. Preshock Shock b 0/ Pini
density (cn®) velocity (kms?)
1 5x10° (5x10-10F) 45 (41-48) 5.5 (4.0-7.0) 3.00(2.0-3.0)
2 10° (5x10°-1CF) 34 (31-41)  3.5(2.5-5.0) 3.00(0.01-3.0)
3 10 (5x10°-1CF) 33 (31-40) 3.0 (2.5-4.5) 3.00(0.01-3.0)
4 5x10° (5x10°-1CF) 47 (33-44) 3.5(2.5-5.0) 3.00(0.01-3.0)
52 Bx10P (5x10P-5x10F) 50 (49-50)  6.5(6.0-6.5) 3.00 (2.0-3.0)
6  5x10° (5x10°-10F) 44 (41-46)  4.5(3.5-6.5) 3.00(2.0-3.0)
7 5x10P (5x10P-5x1C0F) 42 (41-45)  3.5(3.0-4.5) 3.00(2.0-3.0)
8 10 (5x10°-1CF) 36 (32—-43) 4.0 (2.5-5.5) 3.00(0.01-3.0)
9  5x10° (5x10°—5x10P) 46 (41-49) 5.5(4.5-9.0) 2.00(0.01-3.0)
10 5<10° (5x10°-5x10°) 44 (38-46)  4.5(3.5-6.5) 3.00 (2.0-3.0)
11  5<10P (5x10°-5x10P)  43(39-45) 5.0 (4.0-6.0) 3.00 (2.0-3.0)

2 The velocity Is at the upper boundary of our grid, and shoullg be seen as a

lower limit.

Shock velocity

It is interesting to note that the velocity is much highemtimaeasured by Cun-
ningham (2006) and Nissen et al. (2007). However, as Cuhammgnotes, the
uncertainty on the proper motion measurements is of ther @fde25 km s, If
this is included, the 3D velocity is26+25 kms?®. The maximum velocity pre-
dicted here is greater than 50 kit sWe also note that the range of velocities are
very similar to the velocities in object 3. In Fig. 5.18 we shihe distribution
of shock velocities along the bow.
It is possible to estimate the position angle by using EqrR2.15in Sect.
5.2.2. We find that the maximum velocityig3+4 km s . The position angle
is 240+18. This is in agreement with the position angle determined/alamd
the angle determined by Cunningham (2006) and Nissen é&G07{).

Transverse magnetic field

The transverse magnetic field is higher than in object 3 buitsignificantly
so. Here we find a maximum in Segment 5. However this segmeytnoiabe
correctly reproduced as the velocity is at the upper limthefgrid. The absolute
value of the transverse magnetic field strengtkds7 mGauss which is higher
than estimated by Norris (1984).
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Figure 5.18: Velocity variations
along the bow superposed on
an image of object 1 as ob-
served in »1-0 S(1). Coordi-
nates and colour bar are as in
Fig. 5.17. The lengths of the
arrows are scaled with veloc-
ity and the arrow in the top left
corner has a length correspond-
ing to 40 kms!. Red arrows
indicate a preshock density of
5x 1@ cnt3 while black arrows
represent 10cnT2.

-17.5 —-180 -185 -19.0

Again it is possible to estimate the position angle of the metig field using
Egn. 5.2.2 in Sect. 5.2.2. However we do not simply lngéhen fitting. Instead
we useB = b x y/ny(cm3) uGauss sincey is not constant. We find that the
position angle of the transverse magnetic field is°¥P3°. This value almost
fit the position angle of the shock which4220 and 130 at right angles.

Density

In Fig. 5.18 we show the distribution of initial densitieedrand black arrows).
The distribution of the dferent densities does not show an apparent pattern.
The average density is very similar to the density prediébeabject 3, that is
~5x10° cmr3,

Initial ortho /para ratio

Again it is practically impossible to constrain the init@thg/para ratio and it is
equal to 3 everywhere except Segment 9, where it is 2. Howasdor object
3, if the orthgpara ratio was locked, we find that it has little consequeacéke

final results.
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Sources of error

Apart from the sources of error already discussed in Se2t35the main source
is the clumpiness of object 1. As can be seen in Fig. 5.17 sorastthe seg-
ments are well aligned with individual knots, sometimeg/thee located on the
edge of knots. The latter is the case for Segments 1 and 2. @tiethto over-

come this could be to cut the shock into segments that arefreafual size and
equally spaced. Instead the segments would cover knotgishick. This has
not been done yet but again higher spatial resolution obiens would help us
to better analyze this feature.

5.4.3 Conclusion

It is possible that dferences in preshock density and magnetic field strength
causes the shock to appear clumpy. This is also the conolugocan draw
from the model reproductions of observations. This objeas wore diicult
to analyse than object 3 because of this clumpiness. Thisimilost certainly
add another layer of uncertainty to the model reproductisamething we have
chosen to ignore at present.

Nevertheless we do show that the method described in Seéxts &.robust
method and does produce reliable results. We have not et itnodelling this
shock in 3D but that will certainly be a future project.

5.5 Conclusion and outlook

A lot of work remains to be done, both in terms of analysingsgrg observa-
tions, developping the 3D models further and planning fellgp observations.
But we have shown here how it is possible to construct a 2D ingdere the
results are in very good agreement with other independesgrohtions. This
same analysis will now be applied to other bow shocks fouraiimdataset.

So far we have only scratched the surface of 3D modellingerAtie first
iteration more work clearly needs to be done as the predsie@dce brightness
obviously is too high. It remains unclear whether the 2D nilotg or the 3D
modelling is the source of the problem. For this purposept@bably necessary
to greatly expand the grid of shock models to include morshwek densities.
However for each density that is adde8600 additional models needs to be
run. Since it takes-8 minutes to run a model, we are looking at a computing
time of 20 days per additional density. A solution could betde an optimiza-
tion program that through an iterative process runs and emegomodels with
observations by taking steps that becomes smaller andesmall
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A remaining question is also the nature of these bow shodks r@sults from
Sect. 4.4.3 suggest that they could be clumps overrun byéhergl outflow
while here, it seems that they are caused by individuallpdaed bullets. To
verify the nature, it would be interesting to plot the dynaatiage, that is, the
distance from the outflow source divided by the 3D velocityaasinction of
distance to the outflow source. If the objects all have theesage, they are
probably bullets launched by the same explosive event. df gshow a large
range of ages, with the older objects farther away, it wowddriore likely that
they are clumps overrun by the outflow. Unfortunately Cughizam (2006) does
not provide the appropriate data in his thesis, and it hasrsodt been possible
to obtain the data.

We are planning to apply for follow-up observations with ®itzer Space
Telescope (85 cm mirror) using the InfraRed Spectrograps)! It is impor-
tant to do follow-up observations at other wavelengths prglhe shocked gas
at different temperatures. With the model predictions we are abkstimate
the brightness in the pure rotationa} khes v=0-0 S(0)-S(7j and find a typi-
cal brightness of the order of 19W m=2sr!. Although the spatial resolution
is much smaller with Spitzer (betweefi5land 83 depending on wavelength)
it should be possible to isolate the objects and detectiooi@ty excited H.
Another instrument that could be used for this purpose igpthposed satellite
H2EX (Boulanger 2007). It is expected that H2EX will have ghar sensi-
tivity and better spectral resolution than Spitzer. Fumhare it will operate as
an integral field spectrometer. This could in principle bedito give us valu-
able information on the gas dynamics in complex star fornmegjons such as
OMC1.

2This is work done by J. Gitart during a 2 month predoc position under my supervision. J.
Goffart is a 3 year student at the Université de Cergy-Pontoise






VLT/ISAAC observations of BHR71
and B R137

In this chapter | will present observations of the two Bokhgltes, BHR 71 and
BHR 137. Observations were performed in July 2002. | havebeeh involved
in taking the observations, nor the initial data reductidowever the final steps
of the data reduction (wavelength calibration, backgrosmgtraction, etc.) and
the analysis are done by me.

In the case of OMCL1 | have used spectroscopic imaging. InGhepter |
will focus more on long-slit spectroscopy. When observisgjated regions of
star formation it may be desirable to use spectroscopy raftiae narrow-band
imaging. Narrow-band imaging is very suitable for a compkgyon like OMC1
but when the target is a single jet or shock as in many HH-d®jepectroscopy
is better. In that case the disadvantages (lack of spaf@intation) are clearly
outweighed by the advantages (large number plitves observable at the same
time). In the present observations we detect between sexkniae H lines in
each object.

First | will describe the observations and data reductidmer| will provide
the results for dierent H lines in diferent spatial regions. Finally | will inter-
pret the results in terms of shock models before giving theekaling remarks.

6.1 Observations and data reduction

Observations were performed on the nights of July 12 and Q@2 2Both sets of
data were recorded using the Infrared Spectrometer ang Araanera (ISAAC;
Moorwood et al. 1998) on the ESO VLT, UT1. Observations wenetered on
BHR71 IRS1 at 1%01M371; —65°08'54"(J2000) and on BHR137 at 171M48;
—44°088 (J2000).

For both observations the long slit spectroscopic mode veasl,uusing a
slit-width of 2” and a spectral resolution @f61=200. The second order of the
grating was used to gain access to the erfireand (1.84—-2.5am). The slit
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length is 120 with a pixel scale of 0146 per pixel. This corresponds to 29
AU at the distance of BHR71 (200 pc; Bourke et al. 1997) and AO2at the
distance of BHR137 (700 pc; Bourke et al. 1995b). In the spkdirection, the
pixel length is 7.0810~4 umypixel. In the case of BHR137 the-band was also
observed (1.4-1.82m) where the pixel scale is 4.&20™* um per pixel.

Observation of weak Hemission in theK-band is dominated by the prob-
lem of removing the sky background. This background cossisshorter wave-
lengths, up to~2.2 um, of emission from excited OH in the upper atmosphere,
the so-called Meinel bands. At longer wavelengths, graatan~2.4 um, ther-
mal emission from both the atmosphere and the instrumemrbes obtrusive.
The Meinel bands and thermal emission can be brighter byeotiseely two and
three to four orders of magnitude than the signals for whietsearch. Moreover
the Meinel bands are variable on a time-scale of minutes.

The tactics adopted were to record a spectrum on the objedtiheen nod
the slit along its length, onto the sky and record again ferdghme time. The
exposure time was chosen so as to take into account the rapability of the
Meinel bands and also to avoid saturating the detector. FIRBL the exposure
time was 60 seconds while for BHR137 it was 100 seconds. Ih bases the
criteria listed above were satisfied.

BHR71 was observed four times at four slightlyfdrent slit positions. For
the first three observations the slit was displacédavith respect to the previous
slit covering HH321A. The fourth slit was shifted 26 the west covering part
of HH320A (see Fig. 6.1). Total exposure time for each spectivas 1800 sec-
onds. For BHR137 two spectra were recorded; one irkiHimnd and one in the
H-band. Total exposure time for the-band spectrum was 1800 seconds while
it was 1200 seconds for thé-band. A finding chart for each set of observations
are provided in Figs. 6.1 and 6.2, respectively where théipasof the slits are
shown.

For both sets of observations, imaging was also performedyuke Short
Wavelength Imaging mode (SWI) of ISAAC. Images were recdrdsing the
Ks filter (2.03-2.29um; BHR 71 and 137) and NB213 and NB219 narrow-band
filters (centered on 2.13 and 2.1@n respectively; BHR 137 only). Here we
do not present an analysis of the images. Here they are masely as finding
charts for our spectroscopic observations.

None of the observations were performed using adaptive®s this is not
available. Thus the spatial resolution is seeing limitedthe case of BHR71
conditions were photometric and the seeing as measuredRi®Rs of stars in
the field is~0’6. For observations of BHR137 the conditions were slightlyse
resulting in a spatial resolution ef0’9.

Standard data reduction included dark subtraction, flédifig using twilight
flats and sky-subtraction. This largely removed the OH Migiaeds and other
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| ”# HH: 320 A

IRS 2

HH 321 A

Figure 6.1: Finding chart for BHR71 showing continuum-sabted H emis-
sion from the «1-0 S(1) line. The four dferent slit positions are marked with
black lines. Each image measures’6252' and North is up, East is left.

telluric features as well as thermal emission from the skyhke case of BHR71
there were residual OH emission at about 10-15% of the pgahtehsity in all

spectra. It is probably due to the rapid sky variation. Toogethis, we identi-
fied a range of spatial positions within each slit with littkeno H, emission, and
subtracted it from the rest. This completely removed anidted OH emission.

For BHR137 photometric and spectral calibrations were quaréd each
night with stars from the Hipparchos catalogue. For BHR7lahsolute cali-
bration has been performed. To measure the line brightnedsawe fitted each
spectral line with a Gaussian which is then integrated.
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40 | 140
20 20
. 0
-20 . -20

0 -20 -40
Figure 6.2: Finding chart for BHR137 showing continuum-satted H emis-
sion from the ¥1-0 S(1) line. The slit position is marked by the two whitesln
The IRAS source is marked by the red rectangle and the efipselis shown.
The white square shows the 1.3 mm-source (Reipurth et ab)1$2e also Fig.
1.13.

6.2 H>line results

In BHR71 we detect Kin four different places: HH321A, close to IRS 1, north
of IRS 1 and HH320A (see Fig. 6.1). In the following we will eefto these
knots of excitation as 1, 2, 3 and 4 respectively. In BHR13tliseover 2 knots
of excited H which we will refer to as A and B respectively (see Fig. 6.2).
Results for BHR71 and BHR137 will be dealt with individuadiyd compared
later.

6.2.1 BHR71

In Fig. 6.3 we show a profile of%¥1-0 S(1) emission through the centre slit.
Here we identify three of the four knots of emission discdsabove. In the
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Figure 6.3: Spatial distribution off+/=1-0 S(1) emission in BHR71 as observed
through the centre slit in Fig. 6.1. In red is HH321A (knot ygllow shows
emission associated with IRS 1 (knot 2) and in blue is emmslsicated north of
IRS 1 (knot 3). The abscissa is in arcseconds whith the zara pet arbitrarily.
The ordinate is for ¥1-0 S(1) emission in arbitrary units.

fourth slit we identify a single knot of Hemission coincident with HH320A
(not shown here).

To improve the AN ratio we integrate the emission over each knot. The
resulting spectrum for knot 1 is shown in Fig. 6.4 where weedethirteen
H, lines. We do not consider the,H)-branch longwards of 2 4m even though
some of these lines are strong. In general the lines are éterichis is especially
true for the «+1-0 Q(1) and Q(2) lines. Here we do not make an attempt to
deblend the lines. Moreover the Q-lines mayfeufrom strong atmospheric
absorption (Livingston & Wallace 1991).

The v=1-0 S(2) and S(3) lines and=2-1 S(4) may also gter from atmo-
spheric absorption. However all of these lines are stronguinspectra. This
implies that the absorption is probably not strong which ngbably because
the lines are Doppler-shifted out of atmospheric absompteatures. Since it
is difficult to quantify the amount of absorption—if any—we will cider the
intensities from these lines as lower limits.

Because of the proximity of three of the slits, we choose &raye the in-
tensity for each knot. Results are shown in Table 6.1 whezarttensities are
given with respect to thex/1-0 S(1) line. Uncertainties quoted in this Table are
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Figure 6.4: K-band spectrum of knot 1, BHR71. Detectedikts are marked.
Intensity is in arbitrary units.

1o uncertainties.

In Fig. 6.5 we plot log(column density per sublevel) vs. tipper level en-
ergy in a socalled excitation or Boltzmann diagram. Any gigant deviation of
the orthgpara ratio from its statistical value of 3 would appear as safignment
of the ortho and para data points in the Boltzmann diagranassu¢h deviation
is observed and we conclude that the offlawa ratio is 3.

If the gas is excited at a single temperature, a straight daxe be fitted
through the data points. This is the case for the four knothawe observed.
This is in contrast to the results of Giannini et al. (2004here two tempera-
tures are needed. However, they find that the second tempeiatneeded for
energies higher than15 000 K (the +3 and 4 upper levels) where we have no
data points. The excitation temperatures they find for HH328d HH321A
(see Table 6.1) are significantly higher than our results.r@sults are obtained
by integrating over the entire region of each excitationtkiidtne same was done
by Giannini et al. (2004, T. Giannini private communicadiornf we perform
the same analysis, integrating the emission in the 5 pixetesnding the peaks
of HH320A and HH321A we find excitation temperatures of 2450 K and
2400t40 K respectively. In the case of HH321A there is now someeaygesnt
between the results, but for HH320A we find that the excitatemperature
actually drops. The reason for this is unknown at present.
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Table 6.1: Results for knots 1-4 in BHR71. All line intensstiare given with
respect to the ¥1-0 S(1) intensity. The errors given are-.1A long line (—)
indicates no detection. Finally we list the excitation temgiure as obtained
from the Boltzmann plots (see Fig. 6.5) witkr Brrors. For comparison we list
the excitation temperature determined by Giannini et &104Q.

Knot 1 Knot 2 Knot 3 Knot 4
Line (HH321A) (HH320A)
v=1-0 S(3) 0.69£2.5%) 0.39£24%) 0.77£3.5%) 0.92£3.0%)
v=2-1 S(4) 0.015£26%) —  0.062£17%) 0.043£20%)
v=1-0 S(2) 0.32€2.9%) 0.25£16%) 0.3043.5%) 0.35£3.2%)
v=2-1S(3) 0.11£5.0%) 0.19£18%) 0.094£6.7%) 0.12£6.0%)
v=1-0 S(1) 1.0 1.0 1.0 1.0
v=2-1S(2) 0.053£14%) 0.069£52%) 0.026£23%) 0.029£15%)
v=1-0 S(0) 0.21£4.9%) 0.30£13%) 0.2243.0%) 0.21£4.5%)
v=2-1 S(1) 0.090£4.1%)  0.13£30%) 0.1245.0%) 0.104£2.9%)
v=2-1 S(0) 0.032£26%) 0.065£40%) — 0.013£22%)
Tex (K), average 220830 2503150 219330 223330
Tex (K), peak 240840 215G:30
Tex (K)
Giannini et al. 2548110 314@140

6.2.2 BHR137

The first thing to be noticed is that the two excitation kn#&tsand B are less
extended and much fainter than the excitation knots in BHR@Fig. 6.6 we
show the spatial extent of the two knots as observed thraugldistribution of
v=1-0 S(1) emission. As before, to improve th&NSatio we integrate all the
emission from each knot. The region over which we integrataarked in Fig.
6.6. In Figs. 6.7 and 6.8 we show the resultikigand H-band spectra of knot
A, respectively. In total we detect ternp Hnes, not counting the Q-branch and
v=1-0 S(8) and S(9) even though they are marked on the figurashdfmore
we detect three [Fell] lines.

The observed line intensities are listed in Table 6.2. Hezdist absolute as
well as relative brightness to the-¢-0 S(1) line. Uncertainties listed are-1In
Fig. 6.9 we display Boltzmann diagrams for knots A and B.

We find no deviation from the equilibrium value of the orfpara ratio of 3.
We also find that it is possible to fit the data points in the Baknn diagram
with a single line. As stated above, this may be because wadarerobing
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Figure 6.5: Boltzmann diagram for the four knots of emissaentified. Red is
knot1 (HH321A), yellow is knot 2, blue is knot 3 and green iok# (HH320A).
1o error bars are shown as vertical lines. The lines show theftsélsrough the
data. The corresponding excitation temperature is givefae 6.1. Results
have been displaced vertically by 5 so as to better show them.

the highly excited #3 gas. The excitation temperature of knots A and B is
196Q0:80 K and 180@60 K respectively. This is the excitation temperature for
the entire knots A and B. If we just focus on the peak of emrgdioe excitation
temperature in knot A rises to 218010 K while it remains at 183670 K in
knot B.

6.3 Interpretation and discussion

In the following we will be interpreting the emission from BH1 and BHR137

in terms of shock models. As for OMC1 we will be using the réesgiven in
Chapter 2. It is possible that the PAH abundance is much |teerin OMCL1.

In cold dark clouds PAH emission features tend to disappelaich has been
interpreted as the PAHs are adsorbing onto dust grainsAeaygel et al. 2005,
and references therein). Observations of PAH emission babaen made for
these two particular clouds, and we adopt the PAH abundamo#i€ 1.

We will be using the relative Hline brightness as constraints in the case of

BHR71 and the absoluteHand [Fell] line brightness for BHR137. We will
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Figure 6.6: Spatial distribution of H/=1-0 S(1) emission in BHR137. In red
is knot A, yellow shows emission associated with knot B. Thecésa is in
arcseconds. The zero point has been set arbitrarily. Theatelis for v=1-0
S(1) emission in arbitrary units.

not be using the size as a constraint. The reason for thibas,etven though
the knots appear to be spatially resolved, we do not know #&x@ict orientation
with repsect to the slit position. The shock width is only &draonstraint when
measured along the line of motion and the shock is movingdioshe plane of
the sky, as was done in the previous Chapter 5.

For both BHR71 and 137 we will begin with a short discussiothefinter-
pretations that can be made just by looking at the resultenTie will perform
ay? analysis to determine the best fit models and discuss results

6.3.1 BHR71

Giannini et al. (2004) detect no [Fell] emission from theflowt in BHR71.
As they note, the visual extinction is low2 mag and so the non-detection is
probably not due to extinction. Therefore the shock wavesnamst likely not
dissociative (see Sect. 2.2.2), that isislnot dissociated. Even though we are
not considering the width as a constraint, from images of BHEe.g. Fig. 6.1
or Bourke 2001) it appears that the shock width is resolveilathe slit, as it is
oriented. If the width is resolved the shock is most likely apure J-type shock.
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Figure 6.7: K-band spectrum of knot A, BHR137. Detectedifts are marked.
Intensity is in arbitrary units.
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Figure 6.8: H-band spectrum of knot A, BHR137. We show thealtiot of
several H and [Fell] lines. Intensity is in arbitrary units.
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Table 6.2: Results for knots A and B in BHR137 in H- and K-baA#solute
brightness is given in units of 1OW nr2 srt. Relative brightness is given with
respect to the #1-0 S(1) line. Errors given arev] relative errors are given in
percent. A long line (—) indicates no detection. Finally ust the excitation
temperature as obtained from the Boltzmann plots (see Fag.véth 1o~ errors.

Absolute brightness

Relative brightness

Line Knot A Knot B Knot A Knot B
v=1-0 S(3) 1835 2028 0.936:4.1%) 0.9445.8%)
v=1-0 S(2) 83.#4.6 78.3:4.3 0.43(6.3%) 0.3647.0%)
v=2-1 S(3) 11.61.6 5.94:1.95 0.059£13.9%) 0.028£33.2%)
v=1-0 S(1) 19%6 215+9 1.0 1.0
v=2-1 S(2) 6.1%1.79 — 0.031£29.4%) —
v=1-0 S(0) 52.23.8 59.:2.9 0.277.8%) 0.28£6.6%)
v=2-1S(1) 29.22.8 24.:3.5 0.15£10.1%) 0.11£15.1%)
v=1-0 Q(1) 20316 26125 1.03¢8.5%) 1.22410.7%)
v=1-0 Q(3) 79.510.3 10213 0.40613.2%) 0.47£13.8%)
v=1-0 Q(4) 31.214.4 62.%27.7 0.16£46.1%) 0.29¢44.7%)
[Fell] 1.534ym 1.17:0.96 — 0.006£81.8%) —
[Fell] 1.600um 2.9%1:0.94 — 0.015£32.4%) —
[Fell] 1.644um  39.2t3.2 44.12.3 0.20£8.6%) 0.206£6.8
v=1-0 S(10) 1.920.96 — 0.010£48.7%) —
v=1-0 S(7) 26.42.6 25.%#1.3 0.1364£10.1%) 0.12£6.8%)
v=1-0 S(6) 8.751.70 16.43.0 0.045£19.7%) 0.076£18.5%)
Tex (K), aver. 196880 180Q:-60

Tex (K), peak 2188110 180@-70

It may be a J-type shock with a magnetic precursor as progms&dannini et al.
(2004), this cannot be ruled out at this stage.

We perform the y? analysis as described previously by calculating
Y’ = % D (X"bi#@d)z for each model. The results for knots 1-3 are listed in Table
6.3. For all knots we find that the best-fit initial orfpara ratio is 3.

From our analysis it appears that HH320A (knot 4) is quit@edént from
the three other knots. It was not possible to determine a fiiestodel with
any degree of confidence. The model in our grid that came slosas a J-
type shock withb=0.1, ny=10" cm™3 andwvs=19 kms?. The initial orthgpara
ratio was 0.01. Unfortunately we have to exclude this moaskd on physical
reasons. The preshock density is so high that model reseltsalonger to be
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Figure 6.9: Boltzmann diagram for the two knots of emissientified. Red is
knot A, yellow is knot B. Vertical lines showd errors. The lines show the best
fit through the data. The corresponding excitation tempegas given in Table
6.2. Results for knot B have been displaced vertically by 5.

Table 6.3: Best fit model results for knots 1-3 in BHR71. Caerfice intervals
are given in parentheses.

Shock Knot 1 Knot 2 Knot 3
Parameters (HH321A)

ny (cm™3)  5x10* (5x10°-5x10%) 5x10° (10°~10) 5x10* (5x10°-5x10%)

vs (kms™?) 32 (32-40) 18 (10-36) 36 (25-40)
b 7.0(7.0-10.0) 5.5 (1.0-10.0) 8.5 (4.5-10.0)

trusted, as discussed in Sect. 2.1.1. If we are to reprocheeltservations it
is necessary to run J-type shock models with a magnetic gecu\Ve ran the
same model as proposed by Giannini et al. (2004) with a pokstensity of
10* cm3, shock velocity of 41 km$, b equal to 1 and truncated the shock at
475 years. We confirm the predictions of Giannini et al. andcbtade that a
J-type shock with magnetic precursor reproduces obsenatnuch better. We
have not calculated here a grid of J-type shocks with magmpeécursors and
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Table 6.4: Best fit model results for knots A and B in BHR137.nfiitence
intervals are given in parentheses.

Shock

Parameters Knot A Knot B
ny (cm™3)  5x10° (10°-5x10°) 10 (10°-10%

vs (kms™) 36 (36-49) A7 (47-47)
b 9.5(9.5-10.0) 4.0(4.0-4.0)

therefore we can not say whether there are models whichdepeoobservations
even better. It is not possible to say whether such shockddwme better at
reproducing the observations of the other knots.

For the other knots, it appears that knots 1 and 3 are sinmlaature. This
is not surprising as they are located on either side of th8avutsource, and
thus probably have a common point of origin. In both casesrthgnetic field
is very high, of the order of1.5-2.0 mGauss. We predict that the width of
the H, emitting zone is~1350 AU and 1700 in knot 1 and 3, respectively. The
corresponding life times are250 years in both cases.

An interesting point is, that in both knots the maximum kioémperature
is predicted to be 800—-850 K. This is lower than the threshold féli@ent para-
to ortho-H, conversion (see Sect. 2.2.2). But in both cases the initiabgara
ratio is predicted to be 3, which is in agreement with both @servations and
those of Giannini et al. (2004). This indicates that the Ipoe& gas has probably
been shocked before, which is expected from the maps of BH&#1d in e.g.
Bourke (2001) and our Fig. 6.1. Here it is clear that HH321&ading behind
HH321B. Thus HH321B has probably already shocked the arhbiealium,
and HH321A is propagating through the postshock gas of HH31B

6.3.2 BHR137

In the case of BHR137 we detect [Fell] emission in both kndltgs implies that
at least part of the objects are subject to dissociativelsh@ee Sect. 2.2.2). As
in the case of BHR71 we can not at this stage say whether trekslaoe pure
J-type shocks or whether they are J-type shocks with magpegcursors.

However the excitation temperature is quite low, in bothtknbis below
~2000 K. This is not consistent with a pure J-type shock, whieeeexcitation
temperature is higher usually.

As before we do &?2 analysis on all lines, including the [Fell] lines. The
best-fit models are listed in Table 6.4. All in all the resualte not very satisfac-
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tory asy? is very large, and in the case of knot A, the valueba$ at the edge
of the grid. There is only one shock model that reproduce®bservations of
knot B at the &r-level. Furthermore, we did not expect the shocks to be purel
C-type shocks with a high value bf None of the shocks considered here are
dissociative shocks. We tried redoing tyreanalysis without the [Fell] lines but
results did not change.

We tried just looking at J-type shocks, but found tpaincreased by more
than an order of magnitude. The conclusion is that we aregiigtseing a J-
type shock with a magnetic precursor as in the case of BHRTdt, 4 The H
emission would primarily be generated in the magnetic i whereas the
[Fell] emission would be caused by the dissociative J-tyjmek.

To run a truncated C-type shock model, it is necessary tafypache mod-
els when to truncate the C-type shock and let a J-type shook dievelop. One
method for estimating the truncation time is by calculatimg dynamical age of
the system. However in this case neither the shock veloaitythe distance to
the outflow source are known. In fact the outflow source is motkn, although
it probably originates from either the BHR137 molecularecitself or the IRAS
17181-4405 source (see finding chart, Fig. 6.2). For the mbmve do not
pursue this any further.

6.4 Conclusion

We have here identified four knots of emission in the BHR7 Tlowtand two
knots in the BHR137 outflow. This is the first time that pure eéission has
been detected from BHR137. For all knots we are able to fit glsiexcitation
temperature to the observations. Excitation temperataresn the range of
~1800-2500 K.

For knots 1-3 in BHR71 we are able to reproduce the obsensatiath
C-type shock models. We find that densities are of the ord&xdal® cm3
and shock velocities are30-35 km st. For knot 4 (HH320A) we confirm the
results of Giannini et al. (2004) that the shock is a J-typekhwvith a magnetic
precursor.

For knots A and B in the BHR137 outflow we are not able to repcedu
observations satisfactory with neither pure C- nor purgog&shock models. The
shocks are probably truncated C-type shocks as in the cas®wbél in BHR71.
This is supported by the fact that we observe [Fell] emissibith is typically
observed in dissociative J-type shocks. However thefdission appears to be
generated in a soft C-type shock, which explains the lowtation temperatures.
We conclude that the shock causing the emission in BHR13bsply a J-type
shock with a magnetic precursor.



Observations of N159-5, VLT/NACO

In this Chapter | will describe observations performed irntaber 2004 of the
massive star forming region N159-5 in the Large Magellanimu@. Observa-
tions were made using the spectral capabilities of NACO erB80-VLT, UT4.

| have not been involved in taking the data, nor the initighd@®duction. My
work was centered on reducing tKeband part of the spectra and extracting in-
formation on the H emission lines found in the spectra and the analysis thereof
Furthermore | have been responsable for the proposed miogphof the object.
This also makes up my contribution to Publication Ill, Testbal. (2007).

First I will describe the observations and data reductidme| will describe
how | have extracted the Hine brightness before interpreting the results. Fi-
nally | will compare the observations of this active masstas forming region
with another massive star forming region, OMCL.

7.1 Observations and data reduction

Long-slitK- andH-band spectra of N159-5 were obtained on the night of Octo-
ber 10, 2004 using the ESO-VLT, UT4 equipped with the NACOpaidta optics
system and infrared camera. FurthermBreband images of N159-5 were ob-
tained on the nights of October 8 and December 4, 2004. Fatrgiseopy the
S54 camera mode was used, whereas for imaging both the S582ahdam-
era modes were used. The resulting pixel scales are 52.7pixesand 26.37
magpixel respectively. This corresponds to 13 mpc and 6.6 mpleeaddopted
distance of 51 kpc to N159-5 (Cole 1998).

The object itself was used as a reference object for lockieghO system.
The magnitude i = 14.30 mag (Meynadier et al. 2004). The atmospheric
conditions were photometric and the seeing in the visiblg ata 0’8 for all ob-
servations. With the AO correction the resulting spatiabtation is of the order
of ~0711-@22. In Fig. 7.1 we provide a finding chart of the region obtdine
from ourKs band imaging.

165
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Figure 7.1: Finding chart for N159-5 showing Kand emission obtained with
the S27 camera. Stars detected are marked with numbersn3éteA (6 6x68!)
contains the HEB N159-5. The small inset C34x1!34) contains the central
star #2-55. The location of the slit (a) used in the spectpganode is indicated
by a solid line. Total field size is 26x23'8 corresponding to 7 p® pc.

For spectroscopy the SHK mode was used. Thus the wavelesgle cov-
ered is 1.3-2.em. A slit width of 176 mas was chosen. The position angle of
the slitis 130.3 and is displayed on Fig. 7.1. The spectral resolution580.
As before the pixel scale in the spatial direction is 52.74/pigel whereas in
the wavelength direction it is 1.94 ripixel. A total of twenty exposures were
taken, each with an integration time of 200 seconds. Thesxedime was cho-
sen so as to take into account the sky background, in paati@H emission and
thermal emission as discussed previously in Sect. 6.1. Avgth similar air-
mass was observed in order to remove telluric absorpticiifes. No absolute
calibration has been performed.

Data reduction of the spectra were performed in the stangay and con-
sists of dark subtraction and flat-fielding followed by skyaction. We also
smoothed the image in the spatial direction by applying achoxf width 11
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Figure 7.2: Example of H- and K-band spectrum of N159-5. $oftintensity
are arbitrary. Identified lines are marked. Br indicate thadRett series and Pa
is Pascheum.

pixels. This degraded the spatial resolution 18R We show an example of
such a spectrum in Fig. 7.2.

7.2 Holine results

The first thing to do is find the spatial distribution o£¥-0 S(1) emission as
was done for BHR71 and BHR137. The distribution is shown o Fi.3 with
respect to star #2-55 located at'@8"445; -6944'37/42, (J2000). Star #2-55is
thought to be one of the main exciting sources (see below, 36). Variations
in H, emission is also present in Krabbe et al. (1991), who imalgedegion in
the H, v=1-0 S(1) line at a subarcsecond spatial resolution.

We identify four regions of Bl emission: North-west of star #2-11
(05'40"5:38; —6944'43/82; J2000), South-east and North-west of star #2-55
and South-east of star #2-91 (@9"380; —-6944'33/00; J2000). We name
these regions 11NW, 55SE, 55NW and 91SE respectively. Asrdeate inte-
grate over all emission in each zone of emission to improeestgnal-to-noise
ratio. In Fig. 7.2 we show the integrated spectrum of zone\W=¢ an illustra-
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tive example. This spectrum has been integrated over 30spiXée widths of
the four zones are 0.35 pc, 0.60 pc, 0.20 pc and 0.40 pc resggct

We note that the spectrum shown in Fig. 7.2 is dominated byiatand
ionic line emission and very few Hines are detected. This is typical for an Hll
region. The H lines that we do detect are the1~0 S(1), «+1-0 S(0) and ¥2-

1 S(1) lines. The #1-0 S(2) and ¥1-0 S(3) lines are also detected, but they
are so close to strong atomic lines {Band Hel, respectively) that we cannot

determine their intensity. Furthermore the B-branch is discovered, but the

individual lines are very blended.

The v=1-0 S(1) line is also blended with a Hel line. In order to obiaie in-
tensities we have fitted gaussian functions to each of théim@s and integrated
the result. We have then subtracted the gaussian fit fromleecto ensure that
we have reproduced the line intensity.

None of the lines are atmospherically absorbed. We havetad@Vs, of
235 kms? (Johansson et al. 1998) and this does not Doppler-shift &mlyeo
lines into significant absorption features (Livingston & N&ae 1991).

In Table 7.1 we list the intensities of the threg khes. Only around star
#2-55 do we detect all three lines although tkevl S(1) line profile is~50%
broader in 55SE than other line profiles. Typically the FWHNMh® line profiles
in this region is~3 pixels whereas the FWHM of the=2-1 S(1) line is~4
pixels. Therefore there may be some contribution from agotime or a bad
pixel which we have not successfully removed. Inspectirgsiectrum by hand
did not reveal anything unusual.
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Table 7.1: Integrated emission from the four zones 11INW,EBE8NW and
91SE identified in Fig. 7.3. Errors arerl Brightness is given with respect to
the v=1-0 S(1) line. A long line (—) indicates no detection.

Line A 1INW 55SE S55NW 91SE
(um)

v=1-0 S(1) 2.121 1.00 1.00 1.00 1.00

v=1-0 S(0) 2.223 0.8¥0.35 0.860.26 0.820.32 —

v=2-1S(1) 2.247 — 0.980.29" 0.55t0.47 0.640.27

2 This line profile is significantly broader than other line files, and this value
should only be taken as an upper limit.

7.3 EXciting source

This section is a shortened version of Sect. 3.3 in Testdr €@07) where the
nature of the ionizing source in N159-5 is discussed. | hatdaen involved in
this work at all, but | refer to it for completeness and beeaitiss important for
our analysis of the Flemission in the following section.

From the spectrum of #2-55 a BHel(2.112um) line ratio of ~0.04 is
found. According to Hanson et al. (2002) this indicates thatHlIl region could
be created by a single O7V star or hotter. The Hell(2.48f absorption line is
not detected. Neither is the NIII(2.118n) line. This implies that the spectral
type of the star is later than @8 (Bik et al. 2005). Star #2-55 is therefore
classified as type O8V.

The radio spectral type of the ionizing source is classifiedod or O5
(Martin-Hernandez et al. 2005; Indebetouw et al. 2004, aetsgely). This is
hotter than the spectral type of #2-55 and the conclusiohasmore than one
star is responsible for the ionization. When integratingssion over the stars
#2-66, 71 and 75 a BfHel(2.112um) line ratio of ~0.035 is measured. This
strengthens the conclusion that there are other massngeveitéch contribute to
the ionization (Hanson et al. 2002).

7.4 Interpretation and discussion

In the following we will briefly go through what can be learnedm the ob-
served line emissions in terms of shock- and PDR-excitatton PDRs we will
be using the “Meudon PDR code” (Le Petit et al. 2006) and fackhmodels
we will be using the one described in (Flower & Pineau des 1802603) and
Chapter 2.
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In the following we briefly summarize what can be learnt frdra bbserved
line ratios, independent of models:

e The \=1-0 S(0) emission is0.85 in the three regions where it is detected,
which is comparable to the=d-0 S(1) emission. This indicates that the
para-H line v=1-0 S(0) is stronger than what would be expected based
on pure spin statistics where a value closerth2 would be expected
(see Sect. 4.1). This under-population of the ortho-statk \#=3 indi-
cates that the orthipara ratio is probably lower than the high temperature
equilibrium value of 3.

e The v=2-1 S(1) emission shows a value-99.6 typical of PDRs (Le Pe-
tit et al. 2006). The resulting excitation temperature&00 K (see Eqn.
5.1.2). This value is dlicult to model with shock models (see below) indi-
cating that at least the three regions whet211 S(1) emission is detected
are PDRs.

The excitation mechanism is very likely a PDR and not shookste fol-
lowing reasons: The width of each region is very large, iatiigy that if the
excitation mechanism was a shock then it would have to be anet@gC-type
shock rather than a non-magnetic J-type shock. Howeveetiewidths of the
order of 0.5 pc it is necessary to have a high magnetic fiele&eor ow preshock
density. In shock models the magnetic field is assumed todzerdr into the
preshock gas at a flux density bfx [ny(cm2)]¥? uGauss. If a C-type shock
were to be responsible for the observed witittvould have to be greater than
10. This would however produce low values of the relativghimness of ¥2-1
S(1) 0.2). The relative ¥1-0 S(0) brightness predicted by the models would
be lower than 0.3. None of these predictions are in agreemiéimbbservations.

The relative brightness ofa2-1 S(1) has classically been used to discrimi-
nate between shocks and PDRs. Here we find that the relatgiehess is-0.6
which is easily reproduced by PDR models (Le Petit et al. 20081e main
obstacle of fitting the observed brightness with PDR modetké high relative
brightness of the ¥1-0 S(0) para line. This could be explained by a value of
the orthgpara ratio being lower than the high temperature equilibrzalue of
3. Low orthgpara ratios are not uncommon in PDRs and have been observed
previously (e.g. Chrysostomou et al. 1993; Habart et al3200

Using the relative brightness o=2-1 S(1) it may be possible to estimate
the density using the “Meudon PDR Model” (Le Petit et al. 200Bhe best fit
models have a density &f10° cm independent of the incident radiation field.
Without further observational constraints it is not possito limit the density
further. This may be compared with the density found in foaraple N88,
another HEB in the SMC. Here it was found from observationsederal H
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lines that the density is 2@m3 (Testor et al. 2005). We cannot rule out that the
density in N159-5 is dferent from 18 cm3.

With the PDR model we may predict that thel+0 S(1) absolute brightness
is less than-2.5x10°8 W m2 srt, again independent of incident radiation field.
In N88 the absolutex1-0 S(1) brightness is 6:4.0°8 W m=2sr! (Testor et al.
2005). If this is compared to the PDR models the density shbelof the order
of a few times 10 cm3, although the authors argue that it must be several orders
of magnitude lower. However their argument is based prilpam line ratios
and they do not use the absolute brightness very much.

If the H, data in Testor et al. (2005) are re-analysed in the frame @f th
“Meudon PDR code”, | find that the density is indeed a few tih@scm 3. This
result is consistent with the absolutel0 S(1) brightness and the line ratio of
v=1-0 S(1) and the following lines:=a1-0 S(3), +=1-0 S(2), =2-1 S(3), =2-1
S(2) and +2-1 S(1). As for object N159-5 it is not possible to reprodtive
v=1-0 S(0)/ v=1-0 S(1) line ratio. The conclusion is therefore, that thesity
in N88 has probably been underestimated, at least if one tisi$d the results
from the “Meudon PDR model”.

7.5 Morphological model and comparison with
galactic objects

N159-5 have been observed by the Hubble Space Telescope Hutline by
Heydari-Malayeri et al. (1999). In Fig. 7.4 we show the Emission along
with K¢ emission in a colour-composite image. On this image we disvs3
cm radio contours from Indebetouw et al. (2004)a Emission is seen in two
wings. For this reason the nebula is sometimes referred theasPapillon”
(butterfly) nebula. The overall diameter is of the order6&f corresponding to
~1.3 pc.

In the K4 band the eastern wing is all but invisible and only the westgng
is prominent. The central star #2-55 is very faint i Hut in Ky it is one of
the brightest stars. In the western wing we discover a vempart embedded
stellar cluster, which is illustrated in Fig. 7.1 by Box A.

The 3 cm continuum emmision (Indebetouw et al. 2004) is kxtah top of
the western emission wing. We find that the peak emissionpfBd Hel(2.113
um) lines are superposed on the position of the peak of the edission, char-
acteristic of HIl regions.

The above mentioned properties are very similar to the gjalabject SH2
269 (Sharpless 1959) located at a distancekpc (Heydari-Malayeri et al.
1982). The size of SH2 269 and N159-5 are similat.@ pc) and SH2 269
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Figure 7.4: Colour-composite image of N159-5« ks shown in red and K
emission is shown in blue. Overlaid are 3 cm radio contourdgbetouw et al.
2004). The size of the field is 13x13'2 or~3.3x3.3 pc.

also consists of two lobes ofdHemission (Heydari-Malayeri et al. 1982). It
also contains an embedded cluster observed at NIR wavake(giroa & Casali
1995). The stellar density is higher in the western wing@&i& Casali 1995;
Jiang et al. 2003). They are also very similar to OMC1, whiehwill discuss
in more detail in the following.

We propose the following model of the N159-5 region. Ovelfadl structure
is comparable to the Orion region (O’Dell 2001), where youdB stars (in
OMC1 the Trapezium cluster) form at the edge of the molecdlawnd. The
massive stars irradiate the parent molecular cloud crgdkia 'veil’ or 'lid’ of
ionized material in front of the molecular cloud. The sudaxf the underlying
molecular cloud will be lit up by the massive stars and a éfisff ionized gas
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will be created.

The stars that are currently forming inside the moleculaudlare all deeply
embedded and only observable in the mid infrared or at longerelengths
(Beuther et al. 2004). In the Orion nebula this is observedface-on geometry.

We therefore propose that the N159-5 region is similar toQnhen Nebula
with the main diference being, that we are seing the nebula in an edge-on ge-
ometry, compared to Orion. In this scenario the easternddlb&r emission (no
infrared counterpart) would correspond to the Orion lidg éime western lobe is
the molecular cloud itself. We also note that for such a distdject it is not
possible to resolve the knots of shocked gas that we arexabhgen OMC1.

This also matches our spectroscopic data in which the s flarough the
central exciting source of the nebula at a position angle36t2. The brightest
part of the PDR is seen just NW of star #2-55, while the PDR SEaf#2-55 is
more elongated and not as bright. This would be true if the RiXRe SE is less
dense than that to the NW given that they are both exposee teatime radiation
field.

7.6 Conclusion

We have isolated Hemission from this object over almost the entire length of
the slit. The emission may readily be reproduced by PDR nsoaleEreas shock
models prove inadequate. We find that to reproduce the obdes2-1 S(1)
/ v=1-0 S(1) line emission the density should be less thanch®® indepen-
dent of the incident radiation field. It is necessary to hawéher observational
constraints in order to determine the density more acclyrate

We also propose that the nature of this object is very sind&®MC1, only
it is observed in a dierent geometry. Here we would be observing it edge-on
compared to the face-on geometry of OMC1. Since this obfeetlDO times
more distant than OMC1 we do not resolve any individual sedukt only see
the large scale structure.

Clearly more work needs to be done on this object. This iresusbtaining
spectra that are absolutely calibrated and preferrablyragdr exposure times to
obtain more H lines.






Conclusions and outlook

The work performed during this thesis has served two puioBest of all it
has served to quantify physical conditions in active stamfog region, second
of all it has served to better understand the excitation raeisims in star form-
ing regions, in particular interstellar shock waves. Irst@hapter | will briefly
recapitulate the results and conclusions of the thesis] anltl give an outline
of where to go from here.

8.1 Conclusions

8.1.1 Shock models

To analyse observations and gain a better understanditngokghysics, a large
grid of shock models was run. Through analysis of this grit ipossible to
make a number of predictions such as the width of shocks, rthe/para ratio
in shocks as a function of shock temperature, [Fell] emis&@ clear indicator
of a dissociative shock, etc. Model results and predictaoyadeing prepared for
publication now and will be a valuable tool when interprgtobservations.

We have implemented methods for validating model resuti#) by testing
if results are un-physical or if results show large discrepi@s with respect to
neighbouring results. It is quite possible that we have mbdécted all possible
criteria for filtering model results yet.

Model result extraction and result verification are now awdibed processes.
Running a large grid is therefore only a question of comptimee. In the future
it will still be necessary to run grids, both as the model islaged, but also to
improve the resolution locally in the existing grid.

The model results should not be seen as the absolute andrtitral There
are several shortcomings to the model, some of which aréivela straight-
forward to solve, while others are not ready to be impleme:gtg. Of the latter,
the 1D geometry is one the most important shortcomings.
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8.1.2 OMC1

Most of the work | have done during my three years has beemrezthon OMCL1.
Therefore | will here provide a more detailed summary, facgdirst on the
differences between the two sets of observations from the CFidTvam. |
will then go through some of the more important results fréva two datasets
before commenting on the development that has taken platesithesis from
1D shock models to 2D and 3D models.

Two datasets — two results

There are dierences between the absolute brightness of #ie@ S(1) line in
the two datasets, but as it turned out, thesketinces may be attributed to dif-
ferences in spatial resolution. The spatial resolutioman€FHT data is-0/40
while it is ~0”15 in the VLT data.

However, the two datasets are not in agreement with eachwitterespect
to the ratio between the two lines-¥-0 S(1) and ¥1-0 S(0), Ro. In particular
the ratio in region West is two times higher in the VLT datartha the CFHT
data, although when plotting the absolutelvO S(1) brightness as a function
of Ry the appearance is qualitatively similar in the two sets cfemations.
In region North the appearance is not similar and neithelhésrange of ratios
covered. Part of this is due to the fact that the location gfae North in the
CFHT data is not the same as in the VLT data, but this cannohéesmtire
explanation.

At a first glance it would seem evident that the VLT data areeremcurate
than the CFHT data due to a higher spatial resolution and laehigensitivity.
But as was shown, there are also some problems with the IltieeRg in the
VLT data. At the moment | have not found the reason for thefferginces, and
| hesitate in concluding that one dataset is more correct tihe other.

The fact remains that the VLT data have a better spatialuésoland higher
sensitivity. Therefore it is likely that there is a problentiwthe CFHT data, but
without a more detailed analysis it is not possible to gugiati the moment.

Analysis of large scales using the CFHT data

For OMC1 we performed an analysis of the large scale strastuiThis was
done based on the CFHT data of th€lvO S(1) and ¥1-0 S(0) H rovibrational
transitions. We identified four classes of emission assediaith three dterent
spatial regions of OMC1. For each of these classes we ideht#irange of
possible shock velocities, preshock densities and irotilg/para ratios for two
different values of the magnetic scaling factior, Shock velocities are in the
range of 16-40 km s*. We showed that the preshock density is high, on average
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between 10-10" cm3. We showed that at if a scale size 91000 AU was
adopted as the typical size of objects, then their mass a\bile Jeans mass.
This would imply that the outflow in the BN-KL nebula is not geating a new
wave of star formation through compression of the ambierdiome.

Analysis of individual objects observed by the VLT

The VLT observations of thex1-0 S(0), +1-0 S(1) and ¥2-1 S(1) H transi-
tions have a spatial resolutiofil®, that is a factor of 34 better than the CFHT
data. With these data it is possible to resolve the shockwatiindividual bow
shocks south-west of BN providing a very strong argumerttghacks here are
C-type shocks rather than J-type shocks.

We have developped a new method for reproducing obsensatibimdivid-
ual bow shocks, by cutting the bow shock into a number of gplsie parallel
shocks, something which has not been done before. This chéshiot only
applicable to bow shocks but to almost any type of shock, r@$ & the shock is
moving relatively close to the plane of the sky and appeamgintary. By way
of example, we have chosen one object in OMC1 where we apgyrtathod.
The object was chosen because of a well-defined bow-shapgizhatogy and
because it is relatively isolated. Unfortunately the objeaot moving in the
plane of the sky, but at an angle ofi(°. It was not possible to find an object
that showed both a well-defined morphology and moving in taagof the sky.

For the analysis of this object we use the shock width as aereésonal
constraints on models, something which has not been doweebefhe models
reproducing the observations predict the shock velocitljis Ts very close to
the measured object velocity, which could indicate thatshecks are caused
by bullets moving into the ambient medium. Further evideiscaeeded be-
fore making this conclusion. One way of determining if tligrue could be to
plot the dynamical age of objects in this region as a functibdistance to the
launching object. If the age is constant, then it would intpigt the objects are
launched at the same time and are most likely bullets. Togotlois hypothesis
it is necessary to analyse the radial velocity data from &fisst al. (2007) and
the proper motion data from Cunningham (2006), which havebeen made
publically available yet, and which he has not provided ukwi

We have developped a 3D bow shock model. We have used théithyesst-
rameters of our 2D modelling as input parameters for this 3leh but un-
fortunately the 3D model, with this particular set of inpw@rameters, do not
reproduce observations well. More iterations are cleaglgded.
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Model development

As this work has developped from first analysing large scedpgrties of OMC1

to analysing individual objects observed at high spatisbhation, so the meth-
ods of analysis have also developped. Beginning with thedsta 1D model
the methods for reproducing observations have become mdrenare sophisti-
cated. The firstis the development of the 2D model where wa botv shock in
segments and assume that each segment may be reproduceD Iyaziél. We
have validatedh posteori that this method may be used if the shock is moving
relatively close to the plane of the sky, i.e. withib(°.

We have developped a 3D model and we are currently tryingpoockice
observations of our example bow shock with this model. Smfdy the first
iteration has been made, and more work is surely needed.

In general 1D models are best at reproducing large scaleaigms where
the geometry is not well-defined or if a shock is moving aldmg line of sight.
2D models excel in reproducing shocks where the structumi® filamentary
and where the shock is moving close to the plane of the skyelfobject is a
bow shock then the 3D model is better suited. This is true et bow shock
is moving close to the plane of the sky since line-of-sigfeé@s are implicitly
taken into account. As shown here, for a bow shock movingedloshe plane of
the sky, it can be a good idea to start with a 2D model and lettbéel results
provide an initial guess for the bow parameters. Later ihsntnecessary to
refine this guess.

8.1.3 BHR71 and BHR137

The outflows from the two Bok globules BHR71 and BHR137 proveate
difficult to model than the objects in OMC1. In the case of BHR71 veeew
able to reproduce observations and predict preshock demnsif 5<10* cm3
and shock velocities of the order of 30-40 km.s The magnetic field is very
strong with a value of 1.5-2.0 mGauss. For BHR137 it was na@isjide to
reproduce observations with steady state shock modejsentission tend to
favour a C-type component of the shock while [Fell] emissitearly favours
a J-type component. This is consistent truncated C-typekshehich is not
included in the grid of models.

8.1.4 N159-5

For the extra-galactic compact Hll region and high exadatblob, N159-5 in
LMC, we conclude that shocks are not the main excitation raeisim. Instead
H, emission is generated by a powerful PDR generated by one m Gwstars.
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We determine that the density is of the order of or less th&rc®® almost in-
dependent of the incident radiation field. It is possiblé steme of the emission
is generated by shocks, but at the distance of N159-5 it ipossible to resolve
individual shocks. Finally we propose that the object is pamable to OMCL1.

8.2 Outlook

In many ways this thesis has only begun to show the way forduttork. With
respect to OMCL this includes 2D modelling in a systematig afamore ob-
jects, both bow shaped but also of more irregular morphol@gsh the high spa-
tial resolution VLT data it should be possible to model indual shock waves
at higher precision than before and in this way it will be pbkesto map, for
example, the preshock density as obtained from this maodgelli

Regarding 3D bow shock models it is necessary to furtheredfie mod-
elling of bow shocks. One way of doing this is to let a compuadgorithm op-
timize the results and do the refinement automatically. Waisk has not begun
yet.

So far observations have been made of hot, rovibrationaityted H,. To
completement these observations it would be desirable sergb warm, ro-
tationally excited H by using the Spitzer Space Telescope. Other molecular
shock tracers, such as SiO, would also complement thesevalisaes. Another
approach would be to do integral field spectroscopy in the diiR number of
bow shocks. This can be done using e.g. Sinfoni at the ESQ-Wh& advantage
would be a relatively high spatial resolution and full spakctoverage in each
spatial pixel.

To improve modelling of BHR71 and BHR137 it will be necessargom-
plement the grid of shock models with models of non-steadjesthocks, or
truncated C-type shocks. It is not feasible to run a grid @sthshocks, as
adding another free input parameter would dramaticallyegase computation
time. However it should be possible to use the preshock tiondestimates
of steady state J- and C-type shock modelling to obtain adisss, and then
proceed with more iterations from there.
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Legends for figures

For most of the Chapters | have tried to keep the legends dighees consistent
throughout, and here | provide a list of these legends.

Chapter 2

Preshock density:
10* cm3: Red

10° cm3: Blue
10° cm3: Green
10" cm2:

Chapter 5

v=1-0 S(1) emission: Black
v=1-0 S(0) emissionRed
v=2-1 S(1) emissionBlue

Chapter 6

BHR71:

Knot 1: Red
Knot 2:

Knot 3: Blue
Knot 4: Green

BHR137:

Knot A: Red
Knot B:
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Model input and outputs

In the following we list some of the input and output from thedsl. We
have chosen a C-type shock with velocity 10 krh preshock density Fa&m 3,
b=1.0 and initial orthgpara ratio of 3.0 as arepresentative shock.

e We show the input file used to generate this shock. Here a nuofne
physical parameters are defined as described in Chapter 2.

e In Table B.1 we list the species found in the model along wighihitial
abundances for the representative model.

e Then we list the 1040 chemical reactions used in the model.

e In Table B.2 we list the dierent fine-structure and meta-stable transi-
tions that are recorded in the model. These include prigm§fiell] fine-
structure lines.

e The recorded Klline brightness are listed in Table B.3 sorted by wave-
length band. Hlines are recorded for each of the J-, H- and K-bands in
the near-infrared part of the spectrum and the wavelengthe@bserved
by the Spitzer Space Telescope.
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An example of the input file used to generate a C-type shock shbck

thelocity 10 km s?, preshock density Fa&m3, b=1.0 and initial orth¢para ratio
of 3.0

I---- shock parameters -—------—-—-—-————————————— -

C ! shock type : 'C’ or ’]’, Steady state : ’S’
3 ! Nfluids : 1, 2 ou 3

1.0 ! Bbeta -> Bfield = Bbeta * sqrt(nH)

10 ! Vs -> shock speed (km/s)

1.0e3 I Vn - Vi initial (cm s-1)

|
!
|
!
|
3.0 ! op_H2 -> initial H2 ortho/para ratio (999.9 -> ETL)
|
!
|
!

10.0 ! T(n,i,e) -> initial gas temperature (K)
1.0D4 ! nH_init -> initial value for n(H)+2.0 n(H2)+n(H+) (cm-3)
15 | Tgrains -> initial grain temperature (K)
0 ! Cool_KN -> 1: Kaufman & Neufeld cooling
l-——— environment -------——————————— -
5.0D-17 | Zeta -> cosmic ray ionization rate (s-1)
0.D0 I RAD -> flux radiation (multiplicative factor)
0.D0 I Av -> initial extinction (magnitudes)
l-——- numerical parameters --------———————————————————_______
10000 | Nstep_max -> max number of integration steps
5 | Nstep_w -> number of steps between 2 outputs
100 ! NH2_lev -> Number of H2 levels included
150 ! NH2_lines_out -> Max number of H2 lines in output file
BOTH ! H_H2_flag -> H-H2 collisions : DRF, MM or BOTH
1 ! iforH2 -> Formation on grain model (1, 2, 3, 4)
2 ! ikinH2 -> Kinetic energy of H2 newly formed (1, 2)
1.0D11 I XLL -> caracteristic viscous length (cm)
1.00D-7 ! Eps_V -> precision of computation
1.00D8 I time] -> shock age (years)
1.00D8 I duration_max -> max. shock duration (years)
1 ! Force_I_C -> 1: Force Ion Conservation
l---- output specifications ---------—-————---mmmm—————
FD | species: 'AD’ (cm-3), 'CD’ (cm-2) or 'FD’ (n(x)/nH)
AD ! H2 levels: ’AD’ (cm-3), 'CD’ (cm-2) or 'ln(N/g)’
integrated | H2 lines: ’local’ (erg/s/cm3) or ’'integrated’ (erg/s/cm2/sr)
| e e e e ———————————————————————
INTEGER :: iforH2 = 1 | Flag : H2 formation on grains

! ®: 1/3 of 4.4781 eV in internal energy
(=> 17249 K) (Allen, 1999)

! 1: Proportional to Boltzman Distrib
at 17249 K

! 2: Dissociation limit: v = 14, J = 0,1
(4.4781 eV)

! 3: v=6,]1=0,1

! 4: fraction = relative populations at t,
initialised as H2_lev%density
and changed during integration

INTEGER :: ikinH2 = 2 | Flag : H2 formation energy released
kinetic energy
! 1: 0.5 * (4.4781 - internal)
! 2: Inf(1.4927 eV, 4.4781 - internal)
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Table B.1: Initial species abundances in a C-type shock modth
vs=10 kms?t, ny=10" cnT3, b=1.0 and initial orthgpara ratio equal to 3.0. Num-
bers in parentheses are powers of 10. One asterisk (*) itedi¢hat the species
is found in the grain mantle, two asterisks (**) that it is falin the grain core.

Species  Abundance Species Abundance Species Abundance
1 H 1.45¢-00) | 47 Mg 1.00(-12)] 93 N°* 9.84(-07)
2 H 5.004+-03) | 48 Fe 1.46(-03) 94 NH* 1.79(-10)
3 He 1.00¢03) | 49 GssHis 9.71(-03)| 95 NH; 6.69(-09)
4 C 6.94(-03)| 50 G 1.00(-12)| 96 NH; 1.48(-06)
5 CH 1.04(-04)| 51 Gy 6.14(-07)| 97 NH; 8.84(-06)
6 CH, 4.00(-04)| 52 H,O* 1.03(+00) | 98 CNf 1.62(-11)
7 CHs 3.73(-06)| 53 CO* 8.27(-02)] 99 GN* 6.51(-07)
8 CH, 1.48(-04)| 54 CQO* 1.34(-01) | 100 HCN 3.53(-10)
9 O 2.24(-01)| 55 CHy* 1.55(-02) | 101 H,CN* 1.38(-05)
10 O 9.78(-02)| 56 NHz* 1.55(-01) | 102 HNC* 1.49(-07)
11 OH 1.23(-03)| 57 CHOH* 1.86(-01) | 103 N; 1.72(-10)
12 H0 5.58(-03)| 58 H,CO* 6.20(-02)| 104 NH* 1.40(-05)
13 CO 8.12(-01) 59 HCOH* 7.24(-02) | 105 NO 8.01(-07)
14 CO 2.97(-04)| 60 OCS* 2.07(-03)| 106 HNO 8.09(-08)
15 G 3.88(-05)| 61 H,S* 3.72(-03)| 107 S 3.01(-04)
16 GH 1.28(-05)| 62 O** 1.40(+00) | 108 SH 5.14(-05)
17 GH; 1.02(-06)| 63 Si** 3.37(-01) | 109 H,S* 1.56(-07)
18 G 7.25(-10)| 64 Mg** 3.70(-01) | 110 HS* 4.20(-07)
19 GH 5.40(-09)| 65 Fe** 3.23(-01)| 111 cCS 2.42(-10)
20 GH; 4.44(-08)| 66 C** 1.63(+00) | 112 HCS 1.03(-06)
21 CHOH 1.00(-12)| 67 H* 4.78(-05)| 113 SO 1.38(-05)
22 H,CO 1.00(-12)| 68 H; 2.29(-08)| 114 HSO 1.09(-07)
23 HCQH 1.00(-12)| 69 Hf 8.51(-05)| 115 HSQG 5.84(-08)
24 N 1.06(-01)| 70 He 8.79(-06)| 116 HOCS 6.10(-10)
25 NH 1.11(-03)| 71 C' 2.23(-05)| 117 Sif 6.74(-15)
26 NH 1.73(-02)| 72 CH* 3.95(-10)| 118 SiH 3.13(-17)
27 NH; 5.31(-03)| 73 CH; 7.09(-10)| 119 SiH 1.02(-17)
28 CN 1.63(-03)| 74 CH; 2.78(-06)| 120 SiH; 4.33(-20)
29 HCN 1.98(-03) 75 CH; 5.68(-11)| 121 SiH; 1.00(-20)
30 HNC 2.65(-03) 76 CH: 5.32(-08)| 122 SiH 1.00(-20)
31 N, 2.51(-01)| 77 Of 8.37(-10)| 123 SiO 1.45(-18)
32 NO 6.52(-04) 78 O 8.82(-06)| 124 SiOH 1.28(-14)
33 S 1.45(-01)] 79 OHf 3.48(-09)| 125 Fe¢ 3.57(-06)
34 SH 2.02(-04)| 80 H,O* 4.80(-09)| 126 GyHj, 5.41(-06)
35 H,S 1.51(-04)| 81 HO* 1.02(-05)| 127 G, 4.12(-08)
36 CS 8.60(-04) 82 CO 2.14(-10)| 128 C, 1.00(-12)
37 SO 1.42(-04) 83 HCO 1.49(-04) | 129 GHig 2.90(-04)
38 SO 1.87(-04)| 84 HCQ 1.46(-07)| 130 G, 5.50(-08)
39 OCs 1.80(-07) 85 C 1.09(-12)| 131 G, 1.00(-12)
40 Si 1.94(-13)| 86 GH* 1.56(-12)| 132 €
41 SiH 5.61(-17)| 87 GHj 3.21(-08)| 133 Grain
42  SiH 3.45(-19)| 88 GH} 7.25(-09)| 134 Photon
43 SiH; 1.00(-20)| 89 G 1.91(-13)| 135 CRP
44  SiH, 1.00(-20)| 90 GH* 1.52(-11)| 136 Sec. Photon
45 SiO 1.44(-11)| 91 GH} 1.21(-11)
46 SIiG 4.28(-13)| 92 GHj 6.61(-10)
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The chemical reactions taken into account in the modgl.is for re-
actants ancP is for products. In general the reaction rate is calculated a

gamma*EXP (-beta/T)*(T/300) **alpha

! R1 R2 P1 P2 P3 P4 gamma  alpha beta
| o o
H +H =H2 8.14D-17 0.5
IONIZ H +ELECTR =H+ ELECTR ELECTR 9.20D-10 0.5 157890.0
IONIZ H2 +ELECTR =H2+ ELECTR ELECTR 1.40D-09 0.5 179160.0
IONIZ H +H+ =H+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +H3+ =H3+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +He+ =He+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +H30+ =H30+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +H3S+ =H3S+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +HCO+ =HCO+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +Fe+ =Fe+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +NH3+ =NH3+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +NH4+ =NH4+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +S+ =S+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +SiOH+ =SiOH+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H +02+ =02+ H+ ELECTR 1.30D-13 0.5 157890.0
IONIZ H2 +H+ =H+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +H3+ =H3+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +He+ =He+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +H30+ =H30+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +H3S+ =H3S+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +HCO+ =HCO+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +Fe+ =Fe+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +NH3+ =NH3+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +NH4+ =NH4+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +S+ =S+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +SiOH+ =SiOH+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ H2 +02+ =02+ H2+ ELECTR 1.10D-13 0.5 179160.0
IONIZ He +H+ =H+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +H3+ =H3+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +He+ =He+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +H30+ =H30+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +H3S+ =H3S+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +HCO+ =HCO+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +Fe+ =Fe+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +NH3+ =NH3+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +NH4+ =NH4+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +S+ =S+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +SiOH+ =SiOH+ He+ ELECTR 1.10D-13 0.5 285328.0
IONIZ He +02+ =02+ He+ ELECTR 1.10D-13 0.5 285328.0
DISSO H2 +ELECTR =ELECTR H H 2.00D-09 0.5 116300.0
DISSO H2 +H =H H H 1.00D-10 0.0 52000.0
DISSO H2 +He =He H H 1.00D-11 0.0 52000.0
DISSO H2 +H2 =H2 H H 1.25D-11 0.0 52000.0
DISSO H2 +H+ =H+ H H 3.00D-11 0.5 52000.0
DISSO H2 +H3+ =H3+ H H 3.00D-11 0.5 52000.0
DISSO H2 +He+ =He+ H H 3.00D-11 0.5 52000.0
DISSO H2 +H30+  =H30+ H H 3.00D-11 0.5 52000.0
DISSO H2 +H3S+ =H3S+ H H 3.00D-11 0.5 52000.0
DISSO H2 +HCO+  =HCO+ H H 3.00D-11 0.5 52000.0
DISSO H2 +Fe+ =Fe+ H H 3.00D-11 0.5 52000.0
DISSO H2 +NH3+  =NH3+ H H 3.00D-11 0.5 52000.0
DISSO H2 +NH4+  =NH4+ H H 3.00D-11 0.5 52000.0
DISSO H2 +S+ =S+ H H 3.00D-11 0.5 52000.0
DISSO H2 +SiOH+ =SiOH+ H H 3.00D-11 0.5 52000.0
DISSO H2 +02+ =02+ H H 3.00D-11 0.5 52000.0
C54H18 +ELECTR =C54H18- PHOTON 1.00D-07 0.00 0.0



187

C54H18++ELECTR =C54H18
C54H18++C54H18-=C54H18

C54H18-+H+ =C54H18
C54H18-+H3+ =C54H18
C54H18-+H3+ =C54H18
C54H18-+He+ =C54H18
C54H18-+C+ =C54H18
C54H18-+H30+  =C54H18
C54H18-+H3S+  =C54H18
C54H18-+NH4+ =C54H18
C54H18-+HCO+  =C54H18
C54H18-+HCS+  =C54H18
C54H18-+Si+ =C54H18
C54H18-+Fe+ =C54H18
C54H18-+S+ =C54H18
C54H18 +H+ =C54H18+
C54H18 +H3+ =C54H18+
C54H18 +H3+ =C54H18+
C54H18 +He+ =C54H18+
C54H18 +C+ =C54H18+
C54H18 +H30+  =C54H18+
C54H18 +H3S+  =C54H18+
C54H18 +NH4+ =C54H18+
C54H18 +HCO+  =C54H18+
C54H18 +HCS+  =C54H18+
C54H18 +Si+ =C54H18+
C54H18 +Fe+ =C54H18+
C54H18 +S+ =C54H18+
C54H18-+H =C54H18
C54H18-+C =C54H18
C54H18-+CH =C54H18
C54H18-+0 =C54H18
C54H18-+0H =C54H18

C54H18 +SECPHO =C54H18+

C54H18-+SECPHO =C54H18
Cc60 +ELECTR =C60-
C60-  +H+ =C60
C60-  +H3+ =C60
C60-  +H3+ =C60
C60- +He+ =C60
C60-  +C+ =C60
C60-  +H30+ =C60
C60-  +H3S+ =C60
C60-  +NH4+ =C60
C60-  +HCO+ =C60
C60-  +HCS+ =C60
C60-  +Si+ =C60
C60- +Fe+ =C60
C60-  +S+ =C60
C60 +H+ =C60+
C60 +H3+ =C60+
Cc60 +H3+ =C60+
C60 +He+ =C60+
c60 +C+ =C60+
C60 +H30+  =C60+
c60 +H3S+  =C60+
Cc60 +NH4+  =C60+
C60 +HCO+  =C60+
c60 +HCS+  =C60+
C60 +Si+ =C60+
C60 +Fe+ =C60+
C60 +S+ =C60+
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C60+  +ELECTR =C60 PHOTON 6.900D-5 0.50 0.0
c60 +SECPHO =C60+ ELECTR 0.63D+08 0.00 140000.0
C60-  +SECPHO =C60 ELECTR 0.41D+09 0.00 140000.0
SHATT C60-  +C60 =C60 C54- C6 7.000D-7 0.50 200000.0
SHATT C60+  +C60 =C60 C54+ C6 7.000D-7 0.50 200000.0
H +CRP =H+ ELECTR 4.60D-01 0.00 0.0
He +CRP =He+ ELECTR 5.00D-01 0.00 0.0
H2 +CRP =H+ H ELECTR 4.00D-02 0.00 0.0
H2 +CRP =H H 1.50D+00 0.00 0.0
H2 +CRP =H2+ ELECTR 9.60D-01 0.00 0.0
C +CRP =C+ ELECTR 1.80D+00 0.00 0.0
0 +CRP =0+ ELECTR 2.80D+00 0.00 0.0
C +SECPHO =C+ ELECTR 1.02D+03 0.00 140000.0
CH +SECPHO =C H 1.46D+03 0.00 140000.0
CH4 +SECPHO =CH3 H 4.68D+03 0.00 140000.0
CH+ +SECPHO =C H+ 3.52D+02 0.00 140000.0
OH +SECPHO =0 H 1.02D+03 0.00 140000.0
H20 +SECPHO =OH H 1.94D+03 0.00 140000.0
02 +SECPHO =02+ ELECTR 2.34D+02 0.00 140000.0
02 +SECPHO =0 0 1.50D+03 0.00 140000.0
02 +SECPHO =CO 0 3.42D+03 0.00 140000.0
C2 +SECPHO =C C 4.74D+02 0.00 140000.0
C2H +SECPHO =C2 H 8.16D+03 0.00 140000.0
C2H2  +SECPHO =C2H H 1.03D+04 0.00 140000.0
C2H2  +SECPHO =C2H2+ ELECTR 2.62D+03 0.00 140000.0
a3 +SECPHO =C2 C 2.24D+03 0.00 140000.0
C3H +SECPHO =C3 H 8.16D+03 0.00 140000.0
C3H2  +SECPHO =C3H H 8.16D+03 0.00 140000.0
co +SECPHO =C 0 6.80D+02 1.20 140000.0
0 +H2 =0H H 1.55D-13 2.80 2980.0
co +H =0H C 1.10D-10 0.50 77700.0
02 +H =0H 0 1.63D-09 -.90 8750.0
OH +H =0 H2 7.00D-14 2.80 1950.0
OH +H2 =H20 H 9.54D-13 2.00 1490.0
H20 +H =0H H2 5.24D-12 1.90  9265.0
C +H2 =CH H 1.16D-09 0.50 14100.0
C +H =CH PHOTON 1.00D-17 0.00 0.0
CH +H2 =CH2 H 2.38D-10 0.00 1760.0
CH2 +H2 =CH3 H 5.18D-11 0.17 6400.0
CH3 +H2 =CH4 H 3.00D-10 0.00 5460.0
C2 +H2 =C2H H 1.60D-10 ©0.00 1419.0
C2H +H2 =C2H2 H 1.14D-11 0.00 950.0
CH +H =C H2 1.16D-09 0.50 2200.0
CH2 +H =CH H2 4.70D-10 0.00 370.0
CH3 +H =CH2 H2 5.18D-11 0.17 5600.0
CH4 +H =CH3 H2 3.00D-10 0.00 6560.0
02 +C =Co 0 3.30D-11 0.50 0.0
OH +CO =C02 H 4.40D-13 -1.15 390.0
OH +C =Co H 3.10D-11 -.36 0.0
OH +0 =02 H 3.10D-11 -.36 0.0
CH +0 =HCO+ ELECTR 2.40D-14 0.50 0.0
CH +0 =Co H 9.50D-11 0.50 0.0
CH2 +0 =Co H H 2.00D-11 0.50 0.0
CH3 +0 =Co H2 H 1.80D-10 0.50 0.0
c2 +0 =Co C 5.00D-11 0.50 0.0
C2H +0 =Co CH 1.00D-10 0.00 250.0
a +0 =Co c2 5.00D-11 0.50 0.0
C3H +0 =C2H co 5.00D-11 0.50 0.0
C3H2 +0 =C2H2 co 5.00D-11 0.50 0.0
C+ +H =CH+ PHOTON 7.00D-17 0.00 0.0
C+ +H2 =CH2+ PHOTON 5.00D-16 0.00 0.0
C+ +H2 =CH+ H 1.50D-10 0.00 4640.0
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190 Model input and outputs

He+ +H2 =H+ H He 1.10D-13 -.24 0.0
He+ +0OH =0H+ He 5.50D-10 0.00 0.0
He+ +0OH =0+ H He 5.50D-10 0.00 0.0
He+ +H20 =0H+ H He 2.30D-10 -.94 0.0
He+ +H20 =H20+ He 4.86D-11 -.94 0.0
He+ +H20 =H+ OH He 1.64D-10 -.94 0.0
He+ +CO =C+ 0 He 1.50D-09 0.00 0.0
He+ +02 =0+ 0 He 1.00D-09 0.00 0.0
He+ +C02 =COo+ 0 He 7.70D-10 0.00 0.0
He+ +C02 =0+ co He 1.80D-10 ©0.00 0.0
He+ +C02 =C+ 02 He 4.00D-11 0.00 0.0
He+ +CH =C+ H He 1.10D-09 0.00 0.0
He+ +CH2 =C+ H2 He 7.50D-10 0.00 0.0
He+ +CH2 =CH+ H He 7.50D-10 0.00 0.0
He+ +CH3 =CH+ H2 He 9.00D-10 0.00 0.0
He+ +CH3 =CH2+ H He 9.00D-10 0.00 0.0
He+ +CH4 =H+ CH3 He 4.00D-10 0.00 0.0
He+ +CH4 =CH+ H2 H He 2.56D-10 0.00 0.0
He+ +CH4 =CH2+ H2 He 8.48D-10 0.00 0.0
He+ +CH4 =CH3+ H He 8.00D-11 0.00 0.0
He+ +CH4 =CH4+ He 1.60D-11 0.00 0.0
C+ +0H =CO+ H 8.00D-10 0.00 0.0
C+ +0H =H+ co 8.00D-10 0.00 0.0
C+ +H20 =HCO+ H 2.43D-09 -.63 0.0
C+ +02 =0+ co 5.15D-10 0.00 0.0
C+ +02 =CO+ 0 3.15D-10 0.00 0.0
C+ +C02 =CO+ co 1.10D-09 0.00 0.0
C+ +CH =C2+ H 3.80D-10 0.00 0.0
C+ +CH =CH+ C 3.80D-10 0.00 0.0
C+ +CH2 =CH2+ C 5.20D-10 0.00 0.0
C+ +CH2 =C2H+ H 5.20D-10 0.00 0.0
C+ +CH4 =C2H2+ H2 3.25D-10 0.00 0.0
C+ +CH4 =C2H3+ H 9.75D-10 0.00 0.0
O+ +H =H+ 0 6.00D-10 0.00 0.0
O+ +H2 =OH+ H 1.20D-09 0.00 0.0
02+ +C =CO+ 0 5.20D-11 0.00 0.0
02+ +C =C+ 02 5.20D-11 0.00 0.0
OH+ +H2 =H20+ H 1.01D-09 0.00 0.0
H20+  +H2 =H30+ H 8.30D-10 0.00 0.0
H30+ +H =H20+ H2 6.10D-10 0.00 20500.0
H30+ +C =HCO+ H2 1.00D-11 0.00 0.0
H30+ +CH =CH2+ H20 6.80D-10 0.00 0.0
H30+  +CH2 =CH3+ H20 9.40D-10 0.00 0.0
O+ +ELECTR =0 PHOTON 3.40D-12 -.64 0.0
02+ +ELECTR =0 0 1.95D-07 -.70 0.0
OH+ +ELECTR =0 H 3.75D-08 -.50 0.0
H20+  +ELECTR =OH H 3.15D-07 -.50 0.0
H30+  +ELECTR =OH H2 8.45D-07 -.50 0.0
H30+  +ELECTR =H20 H 4.55D-07 -.50 0.0
CH3+ +0 =HCO+ H2 3.10D-10 0.00 0.0
CH3+ +0 =H3+ co 1.30D-11 ©0.00 0.0
CH5+ 40 =H30+ CH2 2.16D-10 0.00 0.0
CH5+  +CO =HCO+ CH4 9.90D-10 0.00 0.0
CH5+  +H20 =H30+ CH4 3.70D-09 0.00 0.0
COo+ +H2 =HCO+ H 1.30D-09 0.00 0.0
Co+ +H =H+ co 7.50D-10 0.00 0.0
HCO+ +H =CO+ H2 1.30D-09 0.00 24500.0
HCO+ +C =CH+ co 1.10D-09 0.00 0.0
HCO+  +CH =CH2+ co 6.30D-10 0.00 0.0
HCO+  +CH2 =CH3+ co 8.60D-10 0.00 0.0
HCO+  +CH3 =CH4+ co 1.40D-09 0.00 9060.0
HCO+  +CH4 =CH5+ Cco 9.90D-10 0.00 4920.0
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192 Model input and outputs

HCO+  +C3H =C3H2+ (O 1.40D-09 0.00 0.0
HCO+ +C3H2 =C3H3+ CO 1.40D-09 0.00 0.0
H30+ +C2H =C2H2+ H20 2.20D-10 0.00 4100.0
H30+ +C2H2 =C2H3+ H20 1.00D-09 0.00 7330.0
H30+ +C3H =C3H2+ H20 2.00D-09 0.00 0.0
H30+ +C3H2 =C3H3+ H20 3.00D-09 0.00 0.0
C2H2+ +H20 =H30+ C2H 2.20D-10 0.00 0.0
C2H3+ +H20 =H30+ C2H2 1.11D-09 0.00 0.0
C3H+  +H20 =HCO+ C2H2 2.48D-10 0.00 0.0
C3H+  +H20 =C2H3+ (O 2.02D-10 0.00 0.0
H+ +Fe =Fe+ H 7.40D-09 0.00 0.0
H3+ +Fe =Fe+ H2 H 4.90D-09 0.00 0.0
C+ +Fe =Fe+ C 2.60D-09 0.00 0.0
HCO+  +Fe =Fe+ co H 1.90D-09 0.00 0.0
H30+ +Fe =Fe+ H20 H 3.10D-09 0.00 0.0
02+ +Fe =Fe+ 02 1.10D-09 0.00 0.0
Fe+ +ELECTR =Fe PHOTON 3.70D-12 -.65 0.0
N CRP N+ ELECTR 2.10E+00 0.00 0.0
CN +SECPHO =C N 2.12D+04 0.00 140000.0
HCN +SECPHO =CN H 6.23D+03 0.00 140000.0
HNC +SECPHO =CN H 6.23D+03 0.00 140000.0
NH2 +SECPHO =NH H 1.60D+02 0.00 140000.0
NH2 +SECPHO =NH2+ ELECTR 1.30D+03 ©0.00 140000.0
NH3 +SECPHO =NH2 H 2.63D+03 0.00 140000.0
NH3 +SECPHO =NH H2 1.08D+03 0.00 140000.0
NH3 +SECPHO =NH3+ ELECTR 1.15D+03 0.00 140000.0
NO +SECPHO =N 0 9.64D+02 0.00 140000.0
NO +SECPHO =NO+ ELECTR 9.88D+02 0.00 140000.0
N H2 NH H 8.66D-10 0.50 14600.0
NH H2 NH2 H 5.25D-12 0.79 6700.0
NH2 H2 NH3 H 6.22D-11 0.50 6300.0
CN H2 HCN H 3.53D-13 3.31 756.0
NH H N H2 8.66D-10 0.50 2400.0
NH2 H NH H2 5.25D-12 0.79 2200.0
NH3 H NH2 H2 6.22D-11 0.50 5700.0
NH 0 OH N 2.90D-11 0.50 0.0
NH2 0 NH OH 3.50D-12 0.50 0.0
NH3 0 NH2 OH 2.50D-12 0.00 3020.0
CN 0 co N 1.80D-11 0.50 50.0
NH3 OH NH2 H20 2.30D-12 0.00 800.0
NH C CN H 1.10D-10 ©0.50 0.0
CH N CN H 2.10D-11 0.00 0.0
CN N N2 C 7.30D-10 0.00 4500.0
NH N N2 H 5.00D-11 0.50 0.0
OH N NO H 5.30D-11 0.00 50.0
02 N NO 0 3.30D-12 1.00 3150.0
NO C CN 0 1.10D-10 ©0.50 0.0
NO N N2 0 3.40D-11 0.00 50.0
NO 0 02 N 7.50D-13 1.00 16000.0
HNC H HCN H 1.00D-10 ©0.50 200.0
HNC 0 co NH 2.00D-10 0.50 200.0
HNC OH H20 CN 2.00D-10 0.50 200.0
HNC 02 C02 NH 2.00D-11 0.50 2000.0
NH2 C HNC H 2.00D-11 0.560 0.0
CH2 N HCN H 2.00D-11 0.50 0.0
CH3 N HCN H2 2.00D-11 0.50 0.0
CH5+ HNC C2H3+  NH3 1.00D-09 0.00 0.0
CH5+ HCN C2H3+  NH3 1.00D-09 0.00 5120.0
N+ H2 NH+ H 8.40D-10 0.00 168.5
NH+ H2 NH2+ H 1.27D-09 0.00 0.0
NH+ H2 H3+ N 2.25D-10 0.00 0.0
NH2+ H2 NH3+ H 2.70D-10 0.00 0.0
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194 Model input and outputs

C+ NH2 HCN+ H 1.10D-09 0.00 0.0
C+ NH3 NH3+ C 5.29D-10 0.00 0.0
C+ NH3 H2NC+ H 7.80D-10 0.00 0.0
C+ NH3 H2CN+ H 7.80D-10 0.00 0.0
C+ NH3 HCN+ H2 2.08D-10 0.00 0.0
C+ HCN C2N+ H 3.40D-09 0.00 0.0
C+ HNC C2N+ H 3.40D-09 0.00 0.0
C+ NO NO+ C 3.40D-09 0.00 0.0
C+ NO N+ co 9.02D-10 0.00 0.0
N+ co C+ NO 9.02D-10 0.00 15400.0
02+ N NO+ 0 7.84D-11 0.00 0.0
02+ NH3 NH3+ 02 2.00D-09 0.00 0.0
02+ NO NO+ 02 4.40D-10 0.00 0.0
CH2+ N HCN+ H 9.40D-10 0.00 0.0
C2H+ N C2N+ H 8.30D-10 0.00 0.0
CH3+ N HCN+ H2 6.70D-11 0.00 0.0
CH3+ N H2CN+ H 6.70D-11 0.00 0.0
C2H2+ N CH+ HCN 2.50D-11 0.00 0.0
C2H2+ N CH+ HNC 2.50D-11 0.00 2600.0
C2H2+ N C2N+ H2 2.25D-10 0.00 0.0
N+ 02 02+ N 2.81D-10 0.00 0.0
N+ 02 NO+ 0 2.37D-10 0.00 0.0
N+ 02 0+ NO 3.30D-11 0.00 0.0
N+ co CO+ N 8.25D-10 0.00 0.0
N+ co NO+ C 1.46D-10 0.00 0.0
N+ NO NO+ N 4.51D-10 0.00 0.0
N+ NO N2+ 0 7.95D-11 0.00 0.0
NH3+ H20 NH4+ OH 2.50D-10 0.00 0.0
NH4+ OH NH3+ H20 2.50D-10 0.00 3400.0
N2H+ 0 OH+ N2 1.40D-10 0.00 3400.0
N2H+ H20 H30+ N2 2.60D-09 0.00 0.0
N2H+ co HCO+ N2 8.80D-10 0.00 0.0
HCO+ N2 N2H+ co 8.80D-10 0.00 11200.0
N2H+ c02 HCO2+ N2 1.40D-09 0.00 0.0
HCO2+ N2 N2H+ C02 1.40D-09 0.00 6400.0
N2H+ NH3 NH4+ N2 2.30D-09 0.00 0.0
NH4+ N2 N2H+ NH3 2.30D-09 0.00 44000.0
N2H+ NO HNO+ N2 3.40D-10 0.00 0.0
C2N+ NH3 N2H+ C2H2 1.90D-10 0.00 0.0
C2N+ NH3 H2CN+  HCN 1.70D-09 0.00 0.0
HNO+ C CH+ NO 1.00D-09 0.00 0.0
HNO+ co HCO+ NO 1.00D-10 0.00 0.0
HNO+ c02 HCO2+ NO 1.00D-10 0.00 0.0
HNO+ OH H20+ NO 6.20D-10 0.00 0.0
HNO+ H20 H30+ NO 2.30D-09 0.00 0.0
NO+ Fe Fe+ NO 1.00D-09 0.00 0.0
N+ ELECTR N PHOTON 3.80D-12 -0.62 0.0
NH+ ELECTR N H 2.00D-07 -0.50 0.0
NH2+ ELECTR NH H 1.50D-07 -0.50 0.0
NH2+ ELECTR N H H 1.50D-07 -0.50 0.0
NH3+ ELECTR NH2 H 3.00D-07 -0.50 0.0
NH4+ ELECTR NH2 H2 7.60D-07 -0.50 0.0
NH4+ ELECTR NH3 H 7.60D-07 -0.50 0.0
CN+ ELECTR C N 1.80D-07 -0.50 0.0
C2N+ ELECTR (2 N 1.00D-07 -0.50 0.0
C2N+ ELECTR CN C 2.00D-07 -0.50 0.0
HCN+ ELECTR CN H 1.50D-07 -0.50 0.0
HCN+ ELECTR CH N 1.50D-07 -0.50 0.0
N2+ ELECTR N N 3.60D-08 -0.42 0.0
N2H+ ELECTR N2 H 1.70D-07 -1.00 0.0
H2CN+  ELECTR HCN H 1.75D-07 -0.50 0.0
H2CN+  ELECTR HNC H 1.75D-07 -0.50 0.0
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H2NC+  ELECTR HNC H 1.75D-07 -0.50 0.0
H2NC+  ELECTR NH2 C 1.75D-07 -0.50 0.0
NO+ ELECTR N 0 4.30D-07 -0.37 0.0
HNO+ ELECTR NO H 3.00D-07 -0.50 0.0
SO +SECPHO =S 0 9.64D+02 0.00 140000.0
(&) +SECPHO =S C 2.12D+04 0.00 140000.0
SH +SECPHO =S H 1.46D+03 0.00 140000.0
0CS +SECPHO =CO S 1.07D+04 0.00 140000.0
H2S +SECPHO =S H2 1.03D+04 0.00 140000.0
H2S +SECPHO =H2S+ ELECTR 3.39D+03 0.00 140000.0
S02 +SECPHO =SO 0 1.77D+03 0.00 140000.0
S +H2 =SH H 1.04D-10 .132  9620.0
SH +H2 =H2S H 6.41D-12 .087  8050.0
SH +H =S H2 2.50D-11 0.00 0.0
H2S +H =SH H2 1.29D-11 0.00 860.0
SO +H =0H S 5.90D-10 -.31 11100.0
S02 +H =S0 OH 9.25D-09 -.74 14700.0
0ocs +H =SH Cco 1.70D-11 0.00 2000.0
SH +0 =S0 H 1.60D-10 0.00 100.0
SH +0 =0H S 1.70D-11 0.67 950.0
H2S +0 =SH OH 1.40D-11 0.00 1920.0
H2S +OH =SH H20 6.30D-12 0.00 80.0
cs +0 =CO S 2.70D-10 0.00 760.0
(&) +OH =0CS H 1.55D-13 1.12 800.0
S +02 =S0 0 5.19D-12 0.00 265.0
SO +0 =S 02 6.60D-13 0.00 2760.0
SO +02 =S02 0 1.40D-12 0.00 2820.0
SO +OH =502 H 1.96D-10 -.17 0.0
SO +N =NO S 1.73D-11 0.50 750.0
SO +C =CO S 7.20D-11 0.00 0.0
SO +C =CS 0 1.70D-10 0.00 0.0
S02 +0 =S0 02 9.27D-11 -.46  9140.0
0ocs +0 =S0 co 2.60D-11 0.00 2250.0
CH +S =CS H 1.10D-12 0.00 0.0
CH +S =SH C 1.73D-11 0.50 4000.0
OH +S =S0 H 1.00D-10 0.00 100.0
SH +C =CS H 2.00D-11 0.00 0.0
SH +C =CH S 1.20D-11 0.58 5880.0
SH +CO =0CS H 5.95D-14 1.12  8330.0
S+ +H2 =SH+ H 2.20D-10 0.00 9860.0
SH+ +H2 =H2S+ H 1.90D-10 0.00 8500.0
SH+ +H2 =H3S+ PHOTON 1.00D-15 0.00 0.0
H2S+  +H2 =H3S+ H 1.40D-11 0.00 2300.0
CS+ +H2 =HCS+ H 4.80D-10 0.00 0.0
SH+ +H =S+ H2 1.10D-10 ©0.00 0.0
H2S+ +H =SH+ H2 2.00D-10 0.00 0.0
H3S+ +H =H2S+ H2 6.00D-11 0.00 0.0
SO+ +H =S+ OH 6.10D-10 0.00 11385.0
H+ +S =S+ H 1.00D-15 0.00 0.0
H+ +SH =SH+ H 1.60D-09 0.00 0.0
H+ +SH =S+ H2 1.60D-09 0.00 0.0
H+ +H2S =H2S+ H 7.60D-09 0.00 0.0
H+ +CS =CS+ H 4.90D-09 0.00 0.0
H+ +S0 =S0+ H 3.20D-09 0.00 0.0
H+ +0CS =SH+ co 5.90D-09 0.00 0.0
H3+ +S =SH+ H2 2.60D-09 0.00 0.0
H3+ +SH =H2S+ H2 1.90D-09 0.00 0.0
H3+ +H2S =H3S+ H2 3.70D-09 0.00 0.0
H3+ +CS =HCS+ H2 2.90D-09 0.00 0.0
H3+ +S0 =HSO+ H2 1.90D-09 0.00 0.0
H3+ +S02 =HS02+ H2 1.30D-09 0.00 0.0
H3+ +0CS =HOCS+ H2 1.90D-09 0.00 0.0
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He+ +SH =S+ H He 1.70D-09 0.00 0.0
He+ +H2S =S+ H2 He 3.60D-09 0.00 0.0
He+ +H2S =SH+ H He 4.80D-10 0.00 0.0
He+ +H2S =H2S+ He 3.10D-10 0.00 0.0
He+ +CS =C+ S He 1.30D-09 0.00 0.0
He+ +CS =S+ C He 1.30D-09 0.00 0.0
He+ +S0 =0+ S He 8.30D-10 0.00 0.0
He+ +SO =S+ 0 He 8.30D-10 0.00 0.0
He+ +0CS =CS+ 0 He 7.60D-10 0.00 0.0
He+ +0CS =S+ co He 7.60D-10 0.00 0.0
He+ +0CS =CO+ S He 7.60D-10 0.00 0.0
He+ +0CS =0+ cs He 7.60D-11 0.00 0.0
He+ +S02 =S+ 02 He 8.60D-10 0.00 0.0
He+ +S02 =S0+ 0 He 3.44D-09 0.00 0.0
C+ +S =S+ C 1.50D-09 0.00 0.0
C+ +SH =CS+ H 1.10D-09 ©0.00 0.0
C+ +H2S =HCS+ H 1.28D-09 0.00 0.0
C+ +H2S =H2S+ C 4.25D-10 0.00 0.0
C+ +CS =CS+ C 1.60D-09 0.00 700.0
C+ +S0 =S+ co 2.60D-10 0.00 0.0
C+ +S0 =CS+ 0 2.60D-10 0.00 0.0
C+ +S0 =SO0+ C 2.60D-10 0.00 0.0
C+ +S0 =CO+ S 2.60D-10 0.00 0.0
C+ +0CS =CS+ co 1.60D-09 0.00 0.0
C+ +S02 =S0+ co 2.30D-09 0.00 0.0
CH+ +S =S+ CH 4.70D-10 0.00 0.0
CH+ +S =SH+ C 4.70D-10 0.00 0.0
CH+ +S =CS+ H 4.70D-10 0.00 0.0
CH+ +S0 =0H+ cs 1.00D-09 0.00 0.0
CH+ +S0 =SH+ co 1.00D-09 0.00 0.0
CH3+ +S =HCS+ H2 1.40D-09 0.00 0.0
CH3+  +SO =HOCS+ H2 9.50D-10 0.00 0.0
CH5+  +S =SH+ CH4 1.30D-09 0.00 0.0
H30+ +S =SH+ H20 3.20D-10 0.00 4930.0
H30+  +H2S =H3S+ H20 1.90D-09 0.00 0.0
HCO+ +S =SH+ co 3.30D-10 0.00 0.0
HCO+ +SH =H2S+ co 8.20D-10 0.00 0.0
HCO+  +CS =HCS+ co 1.20D-09 0.00 0.0
HCO+  +SO =HSO+ co 7.50D-10 0.00 0.0
HCO+  +H2S =H3S+ co 1.60D-09 0.00 0.0
HCO+  +0CS =HOCS+ CO 1.10D-09 0.00 0.0
02+ +S =S0+ 0 5.40D-10 0.00 0.0
02+ +S =S+ 02 5.40D-10 0.00 0.0
02+ +H2S =H2S+ 02 1.40D-09 0.00 0.0
S+ +CH =CS+ H 6.20D-10 0.00 0.0
S+ +CH2 =HCS+ H 1.00D-11 ©0.00 0.0
S+ +0H =S0+ H 6.10D-10 0.00 0.0
S+ +0H =SH+ 0 2.90D-10 0.00 8820.0
S+ +SH =SH+ S 9.70D-10 0.00 350.0
S+ +NO =NO+ S 3.20D-10 0.00 0.0
S+ +NH3 =NH3+ S 1.60D-09 0.00 0.0
S+ +02 =S0+ 0 2.30D-11 0.00 0.0
NH3+  +H2S =NH4+ SH 6.00D-10 0.00 0.0
HNO+  +S =SH+ NO 1.10D-09 0.00 0.0
N2H+  +S =SH+ N2 1.10D-09 0.00 0.0
SH+ +0 =S0+ H 2.90D-10 0.00 0.0
SH+ +0 =S+ OH 2.90D-10 0.00 0.0
SH+ +S =S+ SH 9.70D-10 0.00 0.0
SH+ +C =CS+ H 9.90D-10 0.00 0.0
SH+ +CH =CH2+ S 5.80D-10 0.00 0.0
SH+ +0H =H2S+ 0 3.10D-10 0.00 7500.0
SH+ +0H =H20+ S 4.30D-10 0.00 9200.0
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SiH+ H Si+ H2 1.90D-09 0.00 0.0
SiH2+ H SiH+ H2 1.20D-09 0.00 0.0
SiH3+ H SiH2+ H2 7.00D-10 0.00 0.0
SiH4+ H SiH3+ H2 2.00D-10 0.00 0.0
SiH5+ H SiH4+ H2 4.00D-11 0.00 4470.0
Si0+ H2 SiOH+ H 3.20D-10 0.00 0.0
H+ Si Si+ H 9.90E-10 0.00 0.0
H+ SiH SiH+ H 1.70E-09 0.00 0.0
H+ SiH Si+ H2 1.70E-09 0.00 0.0
H+ SiH2 SiH2+ H 1.50E-09 0.00 0.0
H+ SiH2 SiH+ H2 1.50E-09 0.00 0.0
H+ SiH3 SiH3+ H 1.50E-09 0.00 0.0
H+ SiH3 SiH2+ H2 1.50E-09 0.00 0.0
H+ SiH4 SiH4+ H 1.50E-09 0.00 0.0
H+ SiH4 SiH3+ H2 1.50E-09 0.00 0.0
H+ Sio Sio+ H 3.30E-09 0.00 0.0
He+ Si Si+ He 3.30E-09 0.00 0.0
He+ SiH Si+ H He 1.80E-09 0.00 0.0
He+ SiH2 SiH+ H He 1.00E-09 0.00 0.0
He+ SiH2 Si+ H2 He 1.00E-09 0.00 0.0
He+ SiH3 SiH2+ H He 1.00E-09 0.00 0.0
He+ SiH3 SiH+ H2 He 1.00E-09 0.00 0.0
He+ SiH4 SiH3+ H He 1.00E-09 0.00 0.0
He+ SiH4 SiH2+ H2 He 1.00E-09 0.00 0.0
He+ Sio Si+ 0 He 8.60E-10 0.00 0.0
He+ Sio 0+ Si He 8.60E-10 0.00 0.0
He+ Si02 Si0+ 0 He 5.00E-10 0.00 0.0
He+ Si02 Si+ 02 He 5.00E-10 0.00 0.0
C+ Si Si+ C 2.10E-09 0.00 0.0
C+ SiH2 SiH2+ C 1.00E-09 0.00 0.0
C+ SiH3 SiH3+ C 1.00E-09 0.00 0.0
C+ Sio Si+ co 5.40E-10 0.00 0.0
C+ Si02 Si0+ co 1.00E-09 -0.60 0.0
S+ Si Si+ S 1.60E-09 0.00 0.0
S+ SiH SiH+ S 4.20E-10 0.00 0.0
H3+ Si SiH+ H2 2.00E-09 0.00 0.0
H3+ SiH SiH2+ H2 2.00E-09 0.00 0.0
H3+ Si SiH2+ H 1.70E-09 0.00 0.0
H3+ SiH2 SiH3+ H2 2.00E-09 0.00 0.0
H3+ SiH3 SiH4+ H2 2.00E-09 0.00 0.0
H3+ SiH4 SiH5+ H2 2.00E-09 0.00 0.0
H3+ Sio SiOH+ H2 2.00E-09 0.00 0.0
H30+ Si SiH+ H20 1.80E-09 0.00 0.0
H30+ SiH SiH2+  H20 9.70E-10 0.00 0.0
H30+ SiH2 SiH3+  H20 2.00E-09 0.00 0.0
H30+ Sio SiOH+  H20 2.00E-09 0.00 0.0
HCO+ Si SiH+ co 1.60E-09 0.00 0.0
HCO+ SiH SiH2+ CO 8.70E-10 0.00 0.0
HCO+ SiH2 SiH3+ CO 2.00E-09 0.00 0.0
HCO+ SiH4 SiH5+ CO 1.40E-09 0.00 0.0
HCO+ Sio SiOH+ CO 7.90E-10 0.00 0.0
Si+ OH Si0+ H 6.30E-10 0.00 0.0
Si+ H20 SiOH+ H 2.30E-10 -0.60 0.0
Si+ 02 Sio+ 0 1.00E-13 0.00 0.0
SiH+ 0 Sio+ H 4.00E-10 0.00 0.0
SiH+ NH3 NH4+ Si 1.00E-09 0.00 0.0
SiH+ H20 H30+ Si 8.00E-10 0.00 0.0
SiH2+ O SiOH+ H 6.30E-10 0.00 0.0
SiH2+ 02 SiOH+ OH 2.40E-11 0.00 0.0
SiH3+ O SiOH+ H2 2.00E-10 0.00 0.0
SiH4+  H20 H30+ SiH3 2.00E-09 0.00 0.0
SiH4+ CO HCO+ SiH3 1.00E-09 0.00 0.0
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ADSOR H20 +GRAIN =H20* 1.00D+00 102.
ADSOR CO +GRAIN =CO* 1.00D+00 102.
ADSOR CO02 +GRAIN =C02* 1.00D+00 102.
ADSOR C2 +GRAIN =CH4* CH4* 1.00D+00 102.
ADSOR C2H +GRAIN =CH4* CH4* 1.00D+00 102.
ADSOR C2H2  +GRAIN =CH4* CH4* 1.00D+00 102.
ADSOR C3 +GRAIN =CH4* CH4* CH4* 1.00D+00 102.
ADSOR C3H +GRAIN =CH4* CH4* CH4* 1.00D+00 102.
ADSOR C3H2  +GRAIN =CH4* CH4* CH4* 1.00D+00 102.
ADSOR NH +GRAIN =NH3* 1.00D+00 102.
ADSOR NH2 +GRAIN =NH3* 1.00D+00 102.
ADSOR NH3 +GRAIN =NH3* 1.00D+00 102.
ADSOR CN +GRAIN =CH4* NH3* 1.00D+00 102.
ADSOR HCN +GRAIN =CH4* NH3* 1.00D+00 102.
ADSOR HNC +GRAIN =CH4* NH3* 1.00D+00 102.
ADSOR NO +GRAIN =H20* NH3* 1.00D+00 102.
ADSOR 0OCS +GRAIN =0CS* 1.00D+00 102.
ADSOR S +GRAIN =H2S* 1.00D+00 102.
ADSOR SH +GRAIN =H2S* 1.00D+00 102.
ADSOR H2S +GRAIN =H2S* 1.00D+00 102.
ADSOR CS +GRAIN =CH4* H2S* 1.00D+00 102.
ADSOR SO +GRAIN =H20* H2S* 1.00D+00 102.
SPUTT CH4* +H =CH4 H GRAIN 4.00D-05 0.00 2000.0
SPUTT CH4*  +H2 =CH4 H2 GRAIN 1.00D-04 0.00 2000.0
SPUTT CH4*  +He =CH4 He GRAIN 8.00D-04 0.00 2000.0
SPUTT H20* +H =H20 H GRAIN 4.00D-05 0.00 6000.0
SPUTT H20*  +H2 =H20 H2 GRAIN 1.00D-04 0.00 6000.0
SPUTT H20*  +He =H20 He GRAIN 8.00D-04 0.00 6000.0
SPUTT CO* +H =CO H GRAIN 4.00D-05 0.00 1900.0
SPUTT CO* +H2 =Co H2 GRAIN 1.00D-04 0.00 1900.0
SPUTT CO* +He =CO He GRAIN 8.00D-04 0.00 1900.0
SPUTT CO2*  +H =C02 H GRAIN 4.00D-05 0.00 3100.0
SPUTT CO2*  +H2 =C02 H2 GRAIN 1.00D-04 0.00 3100.0
SPUTT CO2*  +He =C02 He GRAIN 8.00D-04 0.00 3100.0
SPUTT NH3*  +H =NH3 H GRAIN 4.00D-05 0.00 3600.0
SPUTT NH3*  +H2 =NH3 H2 GRAIN 1.00D-04 0.00 3600.0
SPUTT NH3*  +He =NH3 He GRAIN 8.00D-04 0.00 3600.0
SPUTT CH30H* +H =CH30H H GRAIN 4.00D-05 0.00 6000.0
SPUTT CH30H* +H2 =CH30H H2 GRAIN 1.00D-04 0.00 6000.0
SPUTT CH30H* +He =CH30H He GRAIN 8.00D-04 0.00 6000.0
SPUTT H2CO* +H =H2CO H GRAIN 4.00D-05 0.00 6000.0
SPUTT H2CO* +H2 =H2CO H2 GRAIN 1.00D-04 0.00 6000.0
SPUTT H2CO* +He =H2CO He GRAIN 8.00D-04 0.00 6000.0
SPUTT HCO2H* +H =HCO2H H GRAIN 4.00D-05 0.00 6000.0
SPUTT HCO2H* +H2 =HCO2H H2 GRAIN 1.00D-04 0.00 6000.0
SPUTT HCO2H* +He =HCO2H He GRAIN 8.00D-04 0.00 6000.0
SPUTT 0CS*  +H =0CS H GRAIN 4.00D-05 0.00 6000.0
SPUTT OCS*  +H2 =0CS H2 GRAIN 1.00D-04 0.00 6000.0
SPUTT OCS*  +He =0CS He GRAIN 8.00D-04 0.00 6000.0
SPUTT H2S*  +H =H2S H GRAIN 4.00D-05 0.00 6000.0
SPUTT H2S*  +H2 =H2S H2 GRAIN 1.00D-04 0.00 6000.0
SPUTT H2S*  +He =H2S He GRAIN 8.00D-04 0.00 6000.0
DESOR CH4*  +CRP =CH4 GRAIN 7.00D+01 0.00 0.0
DESOR H20*  +CRP =H20 GRAIN 7.00D+01 0.00 0.0
DESOR CO* +CRP =Co GRAIN 7.00D+01 0.00 0.0
DESOR C02*  +CRP =C02 GRAIN 7.00D+01 0.00 0.0
DESOR NH3*  +CRP =NH3 GRAIN 7.00D+01 0.00 0.0
DESOR CH30H* +CRP =CH30H  GRAIN 7.00D+01 0.00 0.0
DESOR H2CO* +CRP =H2CO GRAIN 7.00D+01 0.00 0.0
DESOR HCO2H* +CRP =HCO2H  GRAIN 7.00D+01 0.00 0.0
DESOR 0CS*  +CRP =0CS GRAIN 7.00D+01 0.00 0.0
DESOR H2S*  +CRP =H2S GRAIN 7.00D+01 0.00 0.0
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Table B.2: Fell, fine-structure and meta-stable lines i@edin the models.

Fine- Meta-

[Fell] A (um) | structure A (um) | stable A (A)
1.248| C* 158 | C* 2324.7
1.257| Sit 34.8| C* 2323.5
1.271| C 609.8| C* 2328.1
1.279| C 370.4| C* 2326.9
1.295] Si 129.7| C* 23254
1.298| Si 68.5| C 9850
1.321| O 63.2| C 9824
1.328| O 145.3| O 6300
1.534| N* 205.3| O 6363
1.600| N* 121.8| S* 6731
1.644 St 6716
1.664 N* 6527
1.677 N* 6548
1.711 N* 6583
1.745 N 5200
1.798 N 5197
1.800
1.810

17.936
25.988
35.777
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Table B.3: 61 H lines already recorded from the grid of shock models sorted b
wavelength. All wavelengths are givenum.

J-band H-band K-band Spitzer
(2.0-1.3um) (1.4-1.8um) (2.0-2.5um) (5.0-30.0um)
A Trans. A Trans. A Trans. A Trans.

1.064 2-0S(7)| 1.418 3-10(3)] 1.957 1-0S(3) 4.953 1-1S(9)
1.073 2-0S(6)| 1.432 2-00(5) 2.003 2-1S(4)| 5.052 0-0S(8)
1.085 2-0S(5)| 1.467 3-10(4) 2.033 1-0S(3)| 5.510 0-0S(7)
1.100 2-0S(4)| 1.487 2-00(6)| 2.073 2-1S(3)| 5.809 1-1 S(7)
1.117 2-0S(3)| 1.522 3-10(5) 2.121 1-0S(1)| 6.107 0-0 S(6)
1.138 2-0S(2)| 1.687 1-0S(9)| 2.154 2-1S(2)| 6.908 0-0 S(5)
1.162 2-0S(1)| 1.714 1-0S(8)| 2.223 1-0 S(0)| 8.023 0-0 S(4)
1.189 2-0S(0)| 1.748 1-0S(7)| 2.247 2-1S(1)| 9.662 0-0S(3)
1.233 3-1S(1)| 1.788 1-0S(6)| 2.355 2-1S(0)| 12.28 0-0 S(2)
1.238 2-0Q(1) 1.835 1-0S(5)| 2.386 3-2 S(1)| 17.03 0-0 S(1)

1.242 2-0Q(2) 2.406 1-0 Q(1) 28.21 0-0 S(0)
1.247 2-0Q(3) 2.413 1-0Q(2)
1.254 2-0 Q(4) 2.423 1-0Q(3)
1.262 3-1S(0) 2.437 1-0Q(4)
1.263 2-0 Q(5) 2.454 1-0 Q(5)
1.274 2-0 Q(6) 2.475 1-0 Q(6)
1.287 2-0Q(7) 2.499 1-0Q(7)
1.293 2-00(2) 2.501 3-2S(0)

1.314 3-1Q(1)
1.318 2-0 Q(9)
1.318 3-1Q(2)
1.335 2-0 0(3)




Model results for classes Al, A2, B
and C and objects 1, 2 and 3

In the following we present the results of the models thatldgervations at the
30 level. The observational constraints for these modelsisied in tables 4.1
and 4.2.
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Model results for classes A1, A2, B and C and objects 1, 2 and 3

Table C.1: Best fit models at ther3imit for class A1, A2, B and C fob=1.0
andb=5.0. If it was not possible to match observations with moaglge 3
limit, we have left a horizontal line (—).

0/pini=0.01 Ipini=1.0 Qpini=2.0 9pPini=3.0
Class A1pb=1.0
Preshock densitycm™ | 5.0x10°—4.0x10° 5.0x10°-5.0x10°  1.0x10°—1.1x10" 1.0x10P-1.1x10’
vs/ kms? 22-41 11-40 15-34 10-17
Postshock densitycm | 1.6x10°P-6.6<10°  1.5x10P—4.0x10° 2.6x10°P-1.2x10°  1.3x10-8.0x10’
Width/ AU 50-210 5-220 2-130 3-20
0/Pint 1.1-2.3 1.3-2.7 2.4-2.8 3.0
d10 0.8-2.2 1.1-2.4 2.4-2.5 2.4-2.7
Class A2pb=1.0
Preshock densitycm™ | 5.0x10°~2.5x10° 5.4x10°—6.0x10° 5.4x10°-1.3x10" 1.0x10P-1.4x10’
vs/ kms? 28-43 21-43 15-43 10-19
Postshock densitycm | 1.6x10°P-5.3<10°  1.6x10P-9.5<10°F 1.6x10°P-1.4x10° 1.4x10-1.0x1C°
Width/ AU 60-200 30-200 2-200 2-20
0/Pint 1.5-2.4 1.9—2.8 2.4-2.9 3.0
d10 1.4-2.3 1.5-2.4 2.4-2.5 2.4-2.8
Class Bpb=1.0
Preshock densitycm™ | 1.0x10P—6.0x10° 1.0x10°—4.6x10°  1.0x10°—1.2x10" 1.0x10P-1.1x10’
vs/ kms?t 22-36 12-36 15-36 10-18
Postshock densitycm™ | 2.7x10°P-9.9x10° 2. 7x10P—4.0<10° 2.7x10°P-1.3x10° 1.3x10™-1.5<1C°
Width/ AU 30-130 6-130 2-130 2-20
O/Pint 1.0-1.9 1.4-2.6 2.4-2.9 3.0
d10 0.9-2.0 1.1-2.4 2.4-25 2.4-2.8
Class Ch=1.0
Preshock densitycm™ | 2.5x10°P—4.0x10° 3.0x10°—4.5<10°  2.5x10°—1.5<10" 1.0x10P-1.5<10’
vs/ kms? 25-28 12-27 15-28 10-19
Postshock densitycm™ | 5.3x10P-7.5x10°F  6.1x10°P—4.0x10"  5.3x10°-1.7x10® 1.4x10'-1.1x1C°
Width/ AU 40-60 6—-60 2—-60 2-20
O/Pint 1.3-15 1.4-2.3 2.4-2.7 3.0
d10 1.3-1.6 1.1-2.2 2.4-2.6 2.4-2.8
Class A1b=5.0
Preshock densitycm™ | 1.5x10P-3.5x10° 2.0x10°-5.0x10° 2.0x10°-5.0x1C° 2.5x10°P-5.0x1(P
vs/ kms? 36-43 21-40 21-40 21-38
Postshock densitycm™ | 9.3x10P-1.8x10°  1.1x10°-1.4x10" 1.1x10°-1.4x10" 1.4x10°P-1.4x10’
Width/ AU 280-540 30-440 30-440 40-370
O/Pint 0.6-0.8 1.2-1.8 2.1-2.5 3.0
d10 1.1-1.9 1.0-2.1 1.7-2.2 2.3-24
Class A2p=5.0
Preshock densitycm —  2.5x100-4.0x10° 2.5x10°—4.5<10°  1.5x10°—4.5<10°
vs/ kms? — 36-40 22-40 21-40
Postshock densitycm —  1.4x10°—2.0x10°  1.4x10°-1.3x10" 8.6x10°P-1.3x10’
Width/ AU — 250-360 40-360 40-70
0/Pint — 1.7-1.8 2.2-2.5 3.0
d10 — 1.9-2.1 1.8-2.3 2.2-2.3
Class Bp=5.0
Preshock densitycm —  5.5x10°-4.5¢10° 5.5x10°-5.0x1(° 5.5x10°-5.0x1(P
vs/ kms? — 22-34 22-33 21-33
Postshock densitycm3 —  2.6x10°-1.3x10" 2.6x10°-1.5x10" 2.6x10°P-1.4x10’
Width/ AU — 40-200 40-200 40-200
O/Pint — 1.3-15 2.2-2.3 3.0
d10 — 1.1-15 1.8-2.1 2.3-2.7
Class Ch=5.0

Preshock densitycm™
vs/ kms?

Postshock densitycm 3
Width/ AU

O/pint

$10




205

Table C.2: Best fit C-type shock models at the I8nit for objects 1, 2 and 3
identified in table 4.2 and Fig. 4.5. If it was not possible tatom observations
with models at the @ limit, we have left a horizontal line (—).

0/pini=0.01 Jpini=1.0 9pin=2.0 9pini=3.0
Object 1,b=1.0
Preshock densitycm —  6.0x10°-5.0x10°  6.0x10°—1.5x10° 1.0x1(P-1.3510°
vs/ kms? — 16-21 16-20 16-18
Postshock densitycm —  9.5x10f-6.0x10° 9.0x10°P-1.8x10°  1.3x10'-1.6x10’
Width/ AU — 5-30 20-30 10-20
0/Pint — 1.6-1.9 2.3-2.4 3.0
d10 — 1.5-1.6 2.0-2.1 2.7-2.8
Object 2,b=1.0
Preshock densitycm™ | 5.0x10~1.0x10° 5.0x10°-1.0x10° 5.0x10°-1.0x10°  5.0x10°-1.0x1C°
vs/ kms? 34-41 34-40 35-40 34-40
Postshock densitycm™ | 1.6x10°P-2.6x10°  1.5x10°-2.6x10°  1.5x10°P-2.7%10°  1.5x10F-2.6x10°
Width/ AU 130-210 130-220 130-220 130-220
O/Pint 1.9-2.3 2.5-2.7 2.8-2.9 3.0
d10 1.8-2.2 2.3-2.4 2.4-2.5 2.5-2.6
Object 3,b=1.0
Preshock densitycm™ | 7.0x10~1.2x10° 5.0x10°-1.0x10° 5.0x10°-1.0x10°  5.0x10°-1.0x1C°
vs/ kms? 33-37 34-38 34-38 34-38
Postshock densitycm | 2.0x10°P-3.0x10°  1.4x10°-2.6x10°F  1.4x10P-2.6x10°  1.4x10P-2.6x10°
Width/ AU 120-170 130-230 130-230 130-230
O/Pint 1.9-2.2 2.5-2.7 2.8-2.9 3.0
d10 1.8-2.0 2.3-2.4 2.4-2.5 2.5-2.6
Object 1,b=5.0
Preshock densitycm — — — —
vs/ kms? — — — —
Postshock densitycm — — — —
Width/ AU — — — —
O/Pint — — — —
$10 — — — —
Object 2,b=5.0
Preshock densitycm™> | 2.5x10°—4.5<10° 2.5x10P-5.0x10° 2.0x10°-5.0x10°  2.0x10°-5.0x1C°
vs/ kms? 36-40 34-40 34-40 34-40
Postshock densitycm™ | 1.4x10°P-2.3x10F  1.4x10P-2.4x10° 1.1x10P—2.4x10°  1.1x10°P-2.4x1(P
Width/ AU 220-360 210-360 210-440 210-440
0/Pint 0.6-0.7 1.5-1.8 2.3-2.5 3.0
10 1.2-1.7 1.4-2.1 2.1-2.2 2.3-2.7
Object 3,b=5.0
Preshock densitycm™> | 2.5x10°—4.5<10° 2.5x1(P-5.5¢10° 2.5x10°-5.0x10°  2.5x10°—4.5<1C°
vs/ kms? 35-38 33-38 33-38 34-38
Postshock densitycm™ | 1.4x10°P-2.2x10F  1.4x10P-2.6x10° 1.4x10°-2.3x10°  1.4x10°P-2.2<1(P
Width/ AU 230-370 200-370 210-370 240-370
O/Pint 0.5-0.7 1.4-1.7 2.3-25 3.0
d10 0.8-1.5 1.3-2.0 2.1-2.2 2.4-2.7
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ABSTRACT

Aims. We seek to study excitation mechanisms in the inner region of the Orion Molecular Cloud by comparing observations of ortho-
and para-lines of H, with theoretical models of slow shocks and photodissociation regions.

Methods. K-band observations of H, obtained with the Canada-France-Hawaii 3.6 m telescope using the PUEO adaptive optics
system are reported. Data were centered on the Becklin-Neugebauer object northwest of the Trapezium stars. Narrow-band filters
were used to isolate emission from the v = 1-0 S(1) ortho- and v = 1-0 S(0) para-lines at a spatial resolution of 0745 (~200 AU). We
are able to combine their intensity to obtain the column densities of rovibrationally excited ortho and para H, levels of the molecular
gas at high spatial resolution.

Results. The resulting line ratios show variations between 2 and the statistical equilibrium value of 6. We find 4 different classes of
emission, characterised by the ratio of the v = 1-0 S(1) and S(0) line brightness and the absolute line brightness. Shock models are
used to estimate the physical properties of pre-shock density and shock velocity for these 4 classes. We find that the pre-shock density
is in the range of 10°~107 cm= and shock velocities lie between 10 and 40 kms~!. Studies of individual objects, using additional
constraints of shock velocity and width, allow quite precise physical conditions to be specified in three prominent bow shocks, one

with a shock speed of 18 + 2 kms™! and pre-shock density 1 £ 0.5 x 10° cm™ (307) and two with shock speeds of ~36 + 2 kms™! and

pre-shock densities of 7.5 + 2.5 x 10* cm™.

Key words. ISM: individual objects: OMC1 — ISM: kinematics and dynamics — ISM: molecules — shock waves —

ISM: lines and bands

1. Introduction

The aim of this work is to study the nature of shocks in the
inner region of the Orion Molecular Cloud (OMC1) using H,
NIR emission within a radius of ~30” of the BN-IRc2 complex.
OMCI, D = 460 pc (Bally et al. 2000), is the closest active
massive star forming region. Among the wealth of information
available reference is only included here to those data and the-
oretical models which have a direct bearing on H, emission in
shocks. For general reviews of the Orion region, the reader is
referred to O’Dell (2001) and Ferland (2001).

OMCI and its immediate surroundings form a nursery of
OB stars, both exposed, as in the Trapezium, and buried deep
within dusty gas (Menten & Reid 1995; Gezari et al. 1998;
Beuther et al. 2004). Spatially associated with these massive
stars is a cluster of young low mass stars formed in the
last 10° years (Hillenbrand 1997). It has long been suggested
that outflows from young OB stars may trigger star formation

* Based on observations obtained at the Canada-France-Hawaii
Telescope (CFHT) which is operated by the National Research Council
of Canada, the Institut National des Sciences de I’Univers of the Centre
National de la Recherche Scientifique of France, and the University of
Hawaii.

** Appendix A is only available in electronic form at
http://www.aanda.org
*** Visiting astronomer at the Canada-France-Hawaii Telescope,
Mauna Kea, Hawaii.

htto://www.aanda.ora

(Elmegreen & Lada 1977). This may serve to explain the gen-
eral observation that the great majority of low mass stars form in
clusters, many with OB associations. How this trigger may oper-
ate remains unclear. The present work seeks in a modest way to
shed more light on this issue by characterizing shocks associated
with OB stars in more detail than has previously been achieved,
using both observation and theory.

The gas in OMCI displays very many flows, varying in
velocity between a few kms™' (Chrysostomou et al. 1997;
Gustafsson et al. 2003; Gustafsson 2006; Nissen et al. 2007)
to several hundred kms™, the latter represented by the well-
known fingers and bullets (eg. Allen & Burton 1993). The origin
of the flows is threefold arising from outflows from OB stars,
which permeate the entire region of OMCI1 (Allen & Burton
1993; Stone et al. 1995; McCaughrean & Mac Low 1997; Doi
et al. 2002; O’Dell & Doi 2003), local flows arising from out-
flows from low mass protostellar objects buried within OMC1
(Gustafsson et al. 2003; Nissen et al. 2007), and supersonic tur-
bulence (Gustafsson et al. 2006a,b). Flows in the inner zone
generate slow shocks, graphically illustrated in Gustafsson et al.
(2003) & Nissen et al. (2007), with a detailed morphology given
by K-band IR images of the v = 1-0 S(1) line at 2.121 um
(McCaughrean & Mac Low 1997; Schild et al. 1997; Chen et al.
1998; Stolovy et al. 1998; Schultz et al. 1999; Vannier et al.
2001; Gustafsson et al. 2003; Kristensen et al. 2003; Lacombe
et al. 2004). Lacombe et al. (2004), using the NACO adaptive

htto://dx.doi.ora/10.1051/0004-6361:20065786
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Abstract

Aims. We present a new method for reproducing high spatial resolution observations of bow shocks by using 1D plane parallel shock models.
As an example we analyse one bow shock located in the Orion Molecular Cloud (OMC1).

Methods. We use high spatial resolution near-infrared observations of H, rovibrational emission to constrain shock models. These observations
have been made at the ESO-VLT using a combination of the NACO adaptive optics system and infrared camera array and the Fabry-Perot
interferometer. Three rovibrational H; lines have been observed: v=1-0 S(1) at 2.12um, v=1-0 S(0) at 2.23um and v=2-1 S(1) at 2.25um. The
spatial resolution is 0715~70 AU. We analyse a single bow shock located in our field, featuring a very well defined morphology and high
brightness.

Results. One dimensional shock models are combined to estimate the physical properties of pre-shock density, shock velocity and transverse
magnetic field strength along the bow shock. We find that the pre-shock density is constant at ~5x103 cm™ and shock velocities lie between
~35 kms!in the wings of the shock and ~50 kms™' at the apex. We also find that the transverse magnetic field is stronger at the apex and
weaker further down the wings varying between ~2 and 4 mGauss. Predictions of shock velocity and magnetic field strength agree with

previous independent observations.

Key words. ISM: individual objects: OMC1 — ISM: kinematics and dynamics — ISM: molecules — Shock waves — ISM: lines and bands

1. Introduction

With this work we present a new method for analysing bow
shocks caused by outflows. These shocks may originate from
a multitude of objects ranging from young stellar objects
(YSOs), planetary nebulae, supernova explosions, neutron stars
to active galactic nuclei. In this paper we will limit our focus to
jets and outflows from YSOs.

Although jets and outflows from YSOs are not a natural
consequence of any unified theoretical model of star formation,
observations show that they are an integral part of star forma-
tion. Jets and outflows play an important role both in the for-
mation of individual stars, but also in inducing new generations
of stars (e.g. Elmegreen & Lada 1977; Vannier et al. 2001).
Therefore by observing and modelling shocks it is possible to
gain significant insight into the physical conditions found in

Send offprint requests to: L. E. Kristensen
* Based on observations obtained at the European Southern
Observatories, VLT, Chile.

star forming regions (see e.g. Smith et al. 2003; Giannini et al.
2006; Neufeld et al. 2006; Kristensen et al. 2007, for recent
results) providing new constraints for models of clustered star
formation.

The Orion Molecular Cloud (OMC1) is the closest site of
active massive star formation located at a distance of ~440pc
(Hirota et al. 2007). Here more than 1000 stars have formed
around the Trapezium OB association within the last 1 Myr
(Hillenbrand et al. 1998). On the surface of OMCI1 an out-
flow was launched approximately centered on the Becklin-
Neugebauer object (BN, a B3 star; Gezari et al. 1998). This
resulted in the launch of more than 50 so-called “fingers”. At
the apex of each finger a fast moving “bullet” is found (Axon
& Taylor 1984; Doi et al. 2002), a dissociative shock which is
observed in [Fell] emission with H, emission trailing behind in
prominent bow shocks (Allen & Burton 1993). The fingers are
mostly found to the North-West of BN and shock velocities are
measured from proper motions to be several hundred kms™!
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ABSTRACT

‘We present high-resolution near-infrared imaging of the compact HII region N159-5 and its immediate environment in the giant-
star forming region N159 in the LMC. N159-5 was observed at high spatial resolution ~0”11-0725 in the K-band using the ESO
Very Large Telescope UT4 (VLT), equipped with the NAOS adaptive optics system. Our data reveal that N159-5 has a complex
morphology formed mainly by two wings and probably a single central bright star, embedded in diffuse emission of ~4”5 diameter.
A remarkable embedded tight cluster of approximatively the same size, containing at least 38 faint stars coinciding with N159-5, is
also detected. Such clusters can be found in galactic HII regions like the star-forming regions SH2 269 or M42. At the location of
the radio peak, especially in the bright western wing, this cluster is rich in stars. Spectroscopic observations reveal that the diffuse
region is constituted mainly of dust continuum and that the bright star #2-55 could be of type O8 V. A comparison with the radio
observation flux of N159-5 published in the literature seems to show that the bright star #2-55 is not the only ionization source of

N159-5. Towards N159-5 molecular H, emission is detected. A model of the region is proposed.

Key words. galaxies: Magellanic Clouds — ISM: individual objects: N159-5 — stars: formation

1. Introduction

The Large Magellanic Cloud (LMC) is rich in HII regions and
young OB associations. Because of its known and relatively
small distance (50 kpc) (Storm et al. 2004) and face-on posi-
tion relatively free from foreground extinction, it is well suited
for the study of both individual stars and very compact objects,
as well as global structures. The LMC is also an ideal laboratory
for investigating the formation and evolution of massive stars in
a low-metallicity environment.

Massive stars play a major role in the dynamical evolution
of galaxies. They are responsible for the ionization of the in-
terstellar medium while the associated stellar winds and super-
novae are dominant sources of mechanical energy. They are also
a main driver of chemical evolution in the universe at the end
of their lives. Some understanding of the early stages of mas-
sive star formation in our galaxy is emerging. However, this is
not the case in external galaxies of low-metallicity environment
such as the Magellanic Clouds (MCs). There are two main rea-
sons for this dearth of information: one is the lack of the high—
spatial-resolution data at a distance of 50—65 kpc, necessary to
disentangle the individual massive stars from their surrounding
environment; and the other is the strong reddening, typical of
young, massive-star regions.

* Based on observations obtained at the European Southern
Observatories, El Paranal, Chile.
** Table 3 is only available in electronic form at
http://www.aanda.org

htto://www.aanda.ora

Some progress has been made following the discovery of
compact HII regions in the MCs, now generically named HEBs
(High Excitation Blobs) (Heydari-Malayeri & Testor 1982).
HEBs are characterized by small size, high density, extinction,
and excitation. The line ratio [O111]144959+5007/Hp used as
excitation parameter ranges typically between ~7—10. They are
probably excited by more than one newborn massive star arriv-
ing on the zero-age main sequence (Walborn & Parker 1992).
With a diameter of 0.5-2 pc they are at the frontier of com-
pact HII (CHII) and HII regions. HEBs represent the early evo-
lutionary stages of recent star formation (Churchwell 1992) and
are important in the context of massive-star formation under low
metallicity.

So far, only eight HEBs have been found in the MCs and
they are listed in Testor (2001). Optical HST observations of
some of them have revealed tight star clusters and complex
structures (0.03 pc) and are listed in Meynadier et al. (2004).
Nevertheless, due to the reddening, little is known about their
exciting sources. In the present paper we focus on the HEB
N159-5 (Heydari-Malayeri & Testor 1982), a compact HII re-
gion of size ~6” (1.5 pc) in the HII region N159 (Henize 1956)
coinciding with the IRAS source 05405-6946. This compact HII
region features high excitation [OII](5007+4959)/HB ~ 8 and
is affected by the highest extinction of Ay ~ 5 mag (Heydari-
Malayeri & Testor 1985) and 4.5-6.7 mag (Israel & Korneef
1991) among the HEBs. South of 30 Doradus at a distance of
~600 pc there is a chain of Henize giant HII regions, namely
N158, N160 and N159. It is believed that the star formation

htto://dx.doi.ora/10.1051/0004-6361:20066926
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